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1. 7l
1) News

AT&T Taps DriveNets for Core Routing Software Deployment

Distributed disaggregated chassis (DCC) white box router to the Open
Compute Project (OCP)

AT&T Taps DriveNets tfor Core
Routing Software Deployment

ﬁ Matt Kapko | Editor Share this article:

3 September 29, 2020 8:01 AM 9 o @ o @

https://www.sdxcentral.com/articles/news/att-taps-drivenets-for-core-routing-software-deployment/2020/09/
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1.7
2) Virtual Summit

= QOCP Virtual Summit

X c VIRTUAL
D SUle;'MT Profile Lobby Sessions Eng. Workshops Expo Experience Center  OCP Basecamp Help Exit

Get connected on all things OCP ‘

FACEBOOK B = Membership, Marketplace,

! Projects, Events and More!
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Click the OCP Basecamp link
4 in the top navigation bar
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1. 712

3) Community in Korea

OCP Korea Community @ Facebook

Open Compute Project Korea

Community
@ ZK| B7H 15 - Wk 346%

s
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AL B3}

/ =N Jungsoo Kim'= 0| Z|A| =S
5‘34 BE|A}. 108 52 2% 10:45 .
CHESIM 2. @1 TH0)| QIALEE]L E|‘
52t OCcPet B E 20| ':”O|

£ E2|X| ZotA 20t FE

xRz ol A E °"=0IIE'3% 417240] YA LI

o
Mo 5 E A|ZHSE OCP Korea Tech Event® 72 2 A|ZSH A O L} Virtual

Summite 2 HAEZ| A 118 1920 E2|A| E[ASL|CL ... o B7|

ZMdaUHo| 350 232 393 S L CE OpenStack Korea
Group.
BE|XH-10E 52 2% 833.Q

OpenSource Infrastructure |7 L| E|7} 20 &7 % °“5|"‘ Open
- e i aro N0 HEg 7 A

+ =cfs}z|

gy
0|22 = OCP(Open Compute Project) 341 11
& Lok
This is the official Facebook group for OCP(Open
Compute Project) Korea community.
Q TH =M

TTL OIS "t AAEE =

HM IS

F7L ol OAES &S+
Seoul, South Korea

o =
2l TS

JS Lab






2. OCP Overview
1) OCP2| A|Zt
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2. OCP Overview
1) OCP2| A| %}

OCP2| A%} Hi A

« 7| 2l A|AEIO| 480-volt AL

. Mu{e| 20| 7|of B}X| = ol H|A

- AS0 SEQ| HE 7|2 AR ol YA, 2IF 371 HIO|E{ME Lo

SEA &
- BY £3THHY| 330 YRS MA
Total data center input power
PUE = -

IT load power

(“electrical losses"”) you consume fo power,

PUE represents how much EXTRA power
cool, and and protect the IT load

LOWER is better, 1 is perfect

]

|
Facility Powe\

' Cooling |

CRACs
Chillers
Condensers

Cooling Towers
DX systems
Pumps
36%

Lighting
Heating
BMS
Security
Fire Supp

4%
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2. OCP Overview
2) Facebook data centers

All Facebook data centers are 100% OCP

Open Compute Project Data Center

Outside airintake plenum
Mixing area

Condensing coil section (future if necessary)

Misting section and mist eliminator

Supply air plenum

Exhaustair plenum

— Exhaustair ceiling plenum

Outside louvers
Outside air damper

Return airdamper
Filter banks
Cooling coils (not installed)
Bypass dampers (not installed)
Misting coils

Misting eliminator

Fan arrays

Supply air shaft

Hot aisle containment panels

Serverracks
DCUPS cabs (TYP)
Exhaust fans and louvers

Facebook OCP Prineville Data Center
PUE = 1.06

Typical Data Center
PUE>1.4

10
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2. OCP Overview
3) OCP2| &H

ocpe| ¢H

« OEM/ODM2 X|X XIAH2 A G6tLt, 2EEE|LL 20| A 80|
7| EAMY /LA /YR AT EYOE T

Products

Specifications

Design Packages

T
Embedded SW

e o o S S S B S B e e S e S e e

IP retained by
OEM/ODM

Contributed with a Royalty-free, non-assert License (CLA)
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2. OCP Overview
4) Hardware

~ Open Hardware from OCP

- 29X= MZ2E 20159 WedgeE EESIH L, 0| F 6-packl}t BackpackS S

HH

(2 &

Data Triplet Windmill
Center Rack {intel)

-

)
Watermark
Cabinet Servers (AMD)

-

Spitfire Power
Server (AMD) Supply Card v1

Battery Freedom

Mezzanine

2011 2012

0 »

Open BluRay
Rack v2

S S e

Group Hug Mezzanine Leopard Wedge 100 Big Sur

D » =my

Cold Honey 6-pack Backpack
Storage Badger

S C O

Winterfell Micro Server Wedge Yosemite Lightning
(Panther)

2014 2015 2016
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3. OCP Z{Th 1/
1) Board

Board Members

lark Roenigk Rocky Bullock Andy Bechtolsheim Ji lawkins
Chairman & President Secretary Board Member Board Member
Facebook OCP Foundation Individual Rackspace

Pa Ranganatha Kushagra Vaid Rebecc o
Board Member Board Member Board Member
Google Microsoft Intel

JS Lab
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3. OCP Xt 11

2) Incubation

Incubation Committee

Jeff Catlin Jessica Gullbrand Brevan Reyher
Co-Chair Co-Chair Co-Chair Data Center Facility
Open Compute Project Open Compute Project Opan Compute Project Opan Compue Project

"
"
n
. =
" m "
L4 A " =y A

1 John Leung - a Yuan Ron Minnich k& Steve Mills
[ 3| N
» Hardware Management " u  Networking = Open System Firmware " Rack & Power
W .y - n
s Open Compure Project ® § Open Computs Projsct ® 4 Open Compute Project " Open Compute Froject
*, & ., ) g » o

CammEE R TR CammmnmmEwE e e? *ensammmmnnnannn®

Elaine Palmer Jia Ning Matt Shumway Craig White
Security Server Storage Telco
Open Compute Project Open Computs Project Opsn Computs Project Opsn Comgpuse Project

JS Lab
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3. OCP ATt 144
4) Projects

Project Leads

https://www.opencompute.org/about/project-leads

Loren Semley Va Lt n

B shs Helmane: —
Dave Landsmen Anmad Byugow:
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3. OCP Tt 418
5) Projects & Sub-Projects

= OCP Community: Projects & Sub-Projects

lllllllllllllllllllllllllllllll

<>
e
—

NETWORKING RACK & POWER

SERVER

.. ONL, ONIE, SAI, SONIiC .+ ADV COOLING SOLUTIONS CLOUD FAST FAIL PCI 3.0 MEZZ
""""""""""""" POWER SHELF INTEROP ARCHIVAL OPEN ACCELERATOR I/F
OPENRACK V3 OPEN DOMAIN SPECIFIC ARCHITECTURE

-------------------------------------------------------

TELCO HW MGMT [l OpensysFw Hl SECURITY

MODULARDC  OPENEDGE *.._OPENRMC

R R R R R e N R S R R S R R

JS Lab
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3. OCP ATt 144
5) Projects & Sub-Projects

Open Compute Projects

r Home » Open Compute Project X

& C @ opencompute.org

D P E n About~ Marketplace v Contributions v

Compute Project @

Open. For Business.

The Open Compute Project (OCP) is reimagining hardwa
making it more efficient, flexible, and scalable. Join our

global community of technology leaders working togethe
break open the black box of proprietary IT infrastructure
achieve greater choice, customization, and cost savings

Chayora’s TJ1 Data Centre confirmed as

Overview

Project Meetings
Calendar

Data Center Facility >

Hardware Management
>

Networking >

Open System Firmware
Rack & Power »
Security

Server >

Storage

Telco >

Time Appliances Project
(TAP) - Incubation

Regional Project
Community - Europe

Regional Project
Community - Japan

Regional Project
Community - Korea

Regional Project
Community - People's
Republic of China

Regional Project
Communitv - Taiwan

Events v Solution Providers v Membership v Blog

cility in China

18

JS Lab



3. OCP Xjct
6) Share

Shared via a Royalty Free Patent Non-Assert CLA(Contributor License

Agreement), any OSI license or Copyright License

5] <=0

g =~

PRODUCT/FACILITY
SPECIFICATIONS RECOGNITION TESTED
CONFIGURATIONS

b
|

f——]
VR iTE
PEPERS

REFERENCE TIIT S
DESIGN FILES  ARCHITECTURE EMBEDDED
SOFTWARE

o
O
11111}
i1kl

WORKSHOPS
SUMMITS

CASE STUDIES

e

TESTIMONIALS
SEMINARS

VIDEOS

19
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4. OCP Marketplace
1) PRODUCT RECOGNITION PROGRAM

OCP PRODUCT RECOGNITION PROGRAM

Products that carry the OCP Accepted™ recognition comply 100%
with an OCP approved specification and the design files are open
sourced and available.

Products that carry the OCP Inspired™ recognition comply 100%
with an OCP approved specification and are available from a Gold,
Silver or Platinum member of OCP.

OCP OCP
ACCEPTED" INSPIRED™

JS Lab
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4. OCP Marketplace
2) Products and Data centers

Marketplace - Products and Data centers

Software
SONIC (7)

ONIE (35)

.

Cumulus (34)

Open Network Install Environment (ONIE) |

OTADDICS AnAALE D £ 2 = g L Ty P £ ihal

|

Netris (21)
ONL (20)

—

Netris , automatic net-ops platform |

—T

PICOS (15)
OcNOS (13)

| Open Network Linux (ONL) :
= = ON (.::

Show more

Status

OCP Accepted™ Products (6)
OCP Inspired™ Products (1)

Category

Network (7)

Solution Provider

Atlancis Technologjes (4)
Celeris Informatique (4)
Circle B (4)

ECI Networks (4)

EPS Global (4)

Edgecore Networks (4)
Hyve Solutions (4)

—T

OCP-compliant integrated network OS. "OcNOS ™" |

Part #: BF6064X-T-XXX

CUMULUS # @ ff\ © More
@V sTRATUM

Specifications

Edgecore Networks Wedge 100S 100GbE Data Center Switch

A commercial product based on Facebook's Wedge 100 design.

Top-of-Rack switch optimized for web-scale data centers. Compatible with...

Solution Providers: Edgecore Networks, Hyve Solutions, ITOCHU Techno-
Solutions Corporation, Circle B, Vesper Technologies, ECI Networks,
Atlancis Technologies, EPS Global, Celeris Informatique

Part #: Wedge100S-32X

A\ 3%5ai $JSONIL cumuLus# o wore

Specifications

Jﬁ Software for Open Networking in the Cloud (SONiC) m

@

OCP
ACCEPTED™

@

OCP

ACCEPTED"

22
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4. OCP Marketplace
3) Integrated Solutions

Marketplace - Integrated Solutions

[ Integrated Solutions » Open Cc X

« > C

Software

ONIE (5)

Past Summits » Open Compute X |

& opencompute.org/solutions?refinementList%5Bcategory%5D%5B0%5D=Network&page=1

Networking/SONIC - OpenCom X | +

wa % » @ wene

GIGA DATA CENTERS

View the 1st OCP Ready™ Facility in North America!

Cumulus (4) |

ONF SEBA (3) —

SDN Enabled Broadband Access (SEBA)

ONL (3) l

Open Network Install Environment (ONIE)

Ceph (2)

Based on the Open Networking Foundation's (ONF) SDN Enabled Broadband

ONF (2) |

The Open Networking Foundation (ONF)

OcNOS (2)

Show more

Category

Network (7)
Server (5)
Storage (3)
GPU (2)
Edge (1)
Rack & Power (1)

Solution Provider
Circle B (5)
ITOCHU Techno-Solutions
Corporation (5)
Vesper Technologies (5)
Atlancis Technologies (4)
ECI Networks (4)
EPS Global (4)

Solution Providers: MiTAC, Edgecore Networks, Circle B, ECI Networks, ITOCHU
Techno-Solutions Corporation, Vesper Technologies, Atlancis Technologies, EPS
Global

Model #: Edge Solution for Telco Central Office

& &2

kubernetes OMI— S=BEMA

Open Networking Mobile Lab

Open Networking Mobile Lab is a self sufficient demo system showcasing fully
disaggregated ethernet fabric. This mobile lab is modelled after the disaggregate...

Solution Providers: Edgecore Networks, Atlancis Technologies, Circle B, EPS Global,
ECI Networks, ITOCHU Techno-Solutions Corporation, Vesper Technologies, Celeris
Informatique

Model #: Open Networking Mobile Lab

wssai ggsonic B oo

23
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4. OCP Marketplace
4) Circular Economy

Marketplace - Circular Economy

[ Circular Economy » Open Com; X Past Summits » Open Compute X ‘ Networking/SONIC - OpenCom X ‘ +
< C @& opencompute.org/circular-economy?refinementList%5Bsoftware.name%50%5B0%5D=0NIE&page=1 B a % N

Software

ONIE (5) ITRenew Report: "THE FINANCIAL & SUSTAINABILITY CASE FOR CIRCULARITY"

& &
Ceph (5)
Apache Temeat (2) Servernah Public Cloud Platform for CSPs
JBoss by Red Hat (3)
Kubernetes (3) Atlancis has developed an integrated cloud platform that can be deployed by Cloud
OpenStack (2) Service Providers (CSP) on one or multiple sites without going through the rigors o...

Apashe Llousstagk (1) Member: Atlancis Technologies

Show more Model #: Servernah Public Cloud Platform for CSPs

® onie :.:.B“s

Apache Tomcat ceph O @ oy reariat

Member

Atlancis Technologies (4)
Celeris Informatique (1)
Pegasus Ceph Cluster Platform

[ e A cost-effective Ceph Cluster Platform. Ceph is an aggregate of Open Source

software, running on Sesame by ITRenew rack-scale solutions, to facilitate highly ...

Member: Celeris Informatique
Model #: Pegasus Ceph Cluster Platform

@

ceph

JS Lab
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4. OCP Marketplace
5) 6-pack, Backpack

6% (6-pack): HO|AS0] 2015'F 2812¢ 371
Backpack: 100G Datacenter&

Line Card

6 (6-pack)

Fabric

Line Card

Backpack

Power System

JS Lab
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4. OCP Marketplace
6) Minipack

Minipack

20%+ switches in data centers are white box + open source software
First OCP 400G port white box switch

A new building block switch based on Broadcom Tomahawk 3 ASIC
Support 2 types of port interface modules (PIM), 100G and 400G
PIM card plug and play hardware enabled

Smaller size

Lower power

JS Lab
26



4. OCP Marketplace
6) Minipack

Minipack
2 types of PIM cards

* 128 X 100G, 12.8T switching bandwidth
« 32 X 400G, 12.8T switching bandwidth

.
CLLLLLLIT R =
———

- 13
bk
.
i
] i
: .s
|
o
1"‘0:1
H
i
i

PIM-16Q 100Gb PIM-4DD 400Gb

JS Lab
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4. OCP Marketplace
7) OCP Rack

* OCP Rack and Servers and Storage System

[} Rack 10
1 Left Side Wall (including 3

Power Dist Board)
Right Side Wall

Rear Covers

Top Cover

Fan Door

Chassis Manager

Trays

Power Supplies

w0 Power Distribution Unit

TR s B ST )

Figure 1: View of OCS with rack

3 e Power
|| Power Distribution '

Chassis Backplane

Side Walls

JS Lab
http://ffiles.opencompute.org/oc/public.php?service=files&t=62279808dbea0cf380632c3042246979&path=/\V2




4. OCP Marketplace
8) StE=Hlof EH

Rack & Stack ADLINK

Larger Blade Servers 2021
Top of Rack with higher throughput
OCP and Open Architectures

277?
' o | e, ™ 00GHE?
m e 11U server « 10U blade/ LILd With * 100’s of thousands
* 2Userver e PCle NIC modular server ;elOSGbE 5 of VMs?
. , & e . X ) * Photonics
PLI;X IE. * AxGbE * 10 ('?bE 2%x25GbE backplane?
e 2x GbE * 30-40 « 40-64 ¢  GlusElak " Self Healing?
» 20 servers/rack servers/rack servers/rack ARSRESSIEER o Reduced power?

JS Lab
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4. OCP Marketplace
9) NVMe-oF SSD based EBOF

NVMe-oF SSD based EBOF

* NVMe-oF (NVMe over Fabrics)
« EBOF (Ethernet Bunch of Flash)

JBOF (just a bunch of flash)

Conventional NVMe JBOF

Storage Head Nodes
Or Application Servers

App. Server
Database

LU ELL L LET TL R = E

Q Pros

v" Enables disaggregation of NVMe
SSDs

v" Management & Storage Services

v Utilizing existing storage & server

NVMe-oF EBOF

architectures

PCle
Switch Q Cons

» Non-scalable Storage Controller -
PCle single root constraint

Ethernet ernet
'Switch ch

Ethernet

PCle > Bandwidth Limitation
NVMe NVMe CPU, PCle, Networking NVMe-oF NVMe-oF
SSD SSD Constraints SSD XX SSD
» Power and Thermals
NVMe JBOF g NVMe-oF EBOF

App. Server
Analytics

a0

v v QD

EBOF (Ethernet Bunch of Flash)

Pros

High Bandwidth

Scaled Linearly (Ethernet)
Sharable via NVMe-oF
Less power

Lower latency

Cons

New platform architecture
Management of Storage
Services & Network Devices

30
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4. OCP Marketplace
10) Telecom Infra Project

Telecom Infra Project

» Backhaul Projects
» Access Projects
» Core & Management Projects

-
- =
% h . =]
-

e

TELECOM INFRA
PROJECT

JS Lab
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5. Collaborating with OCP
1) OCP and ONF

Collaborating with OCP solutions

« OCP and ONF

¥ ¥
x',:la

L

S
te wmk
.

K

@

oCcP "™ 1= OpenSource =P e

ACCEPTED" Software | —p—
Platform BOM (Bill of materials)
for Exemplar
Product
Flles Open Source
OCP Platform
Specifications

(M —

oM

Testing with

Reference Designs
(Operator Led Specifications)

33
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5. Collaborating with OCP
2) Intent-Based Data Center

Intent-Based Data Center Automation

Fully Automated Network

DESIGN BUILD DEPLOY OPERATE
Underlay Overlay Virtual Networks Security Zones Sraup Segmentation
Based Policies
Day 2 Chﬂf@l@peruhons Co Self Do@enhng

Choice of Hardware Choice of Switch OS Choice of Workload Choice of Cloud

alvaln it ol .
e aiseo 223”'[ cisco="  vmware AAzure

ARISTA DELLEMC |oilo  CuMutus# e
JUNIPEL A\ Mellanox Junﬂog 24 Shih kubernetes . >

JS Lab
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5. Collaborating with OCP
3) Intent-Based Networking

Intent-Based Networking Analytics

Leverage Closed Loop Continuous Validation

- -
w

(Constantly Valldated)

Continuous Validation -

Intent Based Analytics

JS Lab
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5. Collaborating with OCP

4) Barefoot OCP Ecosystem

Collaborating with OCP solutions

« Barefoot OCP Ecosystem

Network
Operating i B
Systems . I

White Box ®
Hardware lﬂﬂaﬂaan.

(ODMs) NETWORKS
Barefoot ‘%
ASICs )

2.4 Tb/s 2.0 Tb/s 1.8 Tb/s

3.2 Tbis

infusion-

(53

Open Network Linux

WNC
Wistron NeWeb Corp. k\\\\\

ARty
TOFING 2

Supported Devices and Platforms

Lihua Yuan edited this page 2 days ago - 48 revisions

Following is the list of platforms that support SONIC. Last updated Mar 2018,

Switch Switch
Vendor KU
WNC 0SW1800

Wedge
Edgecore 100BF-32x

Wedge
Edgecor®  1008F- 65X

AsIC

Vendor

Barefoot

Barefoot

Barefoot

Swich
AsIC

Tofino-
T10-018D

Tofino-
T10-032D

Tofino-
T10-064Q

Port

Configuration

48x25G+6x100G

32x100G

65x100G

SONiIC

Image
SONiC-
ONIE-
Barefoot®

SONIC-
ONIE-
Barefoot®

SONiIC-

ONIE-
Barefoot®

12.8 Tbps

8.0 Thfs 6.4Th/s

36
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5. Collaborating with OCP
5) Of2| 2 E}

Collaborating with OCP solutions
. O}2|AE}

SONIC on Arista Hardware Arista EOS on Facebook Wedge100S

Arista EOS

OPEN
ACCEPTED’

2017

2016 @ SISON

Arista 7368X
128x100G 128x100G

JS Lab
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5. Collaborating with OCP

6) Gl X|20{

Collaborating with OCP solutions

- Of|x|=20f

LLLLLLL
- .

ﬁf, OPEN

'.\ Compute Project

.‘

JHHH

-
=
-
,:'
=

N\

N/ TELECOM INFRA PROJECT

-—Q

IEIEEIIEII—P e

NETWORKS

AS7316-26XB Open Cell Site Router

OCP
ACCEPTED"
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5. Collaborating with OCP
7) SONIC

Collaborating with OCP solutions

* SONIC
Shina Eitch
Z
. III Fabric Switcl
@ gsonc &7 -
FBOSS Top-of-rack switch

@

OPEN

ACCEPTED"

Arista 7368X FB Minipack
128x100G 128x100G

2018-2019




5. Collaborating with OCP
8) Metaswitch

Distributed Data Plane
Metaswitch Networking Software

https://www.metaswitch.com/products/protocol-stacks

OCP Engagements

NETCONF / CLI / etc. SAl Demo at OCP 2016
Yang Model Manager BGP IP/MPLS BFD - SAl Tunnel PI’OpOSE|
MPLS-TP

LDP
RSVP

OSPF
ISIS
RIP

IGMP
PIM

Protocols LSP-Ping
Fault Mgmt
Perf Mon

ETH-CC/LB/ -

> SAl Fast Rereoute Proposal

Control Plane Mgmt

Hardware Abstraction
Silicon SDK
Data-Plane

LT/DM/LM
L3VPN
Seg Routing

Some of our Customers

— }
DATACOM Hewlett Packard sADVA  Cocaix  ciena  Uuil

Enterprise e
I= Extreme M paloalto QD Mellanox o W VERSA

networks T Eioaxs - = TECHNOLOGIES A\"at Ecaks
HUAWEI Pt
JS Lab
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6. Software Projects
1) Software Project 7l &

Hardware and Software

Hardware Management < OpenRMC Networking > ONIE
g Hardware Management Open System Firmware Open Network Linux
Networking > Module - Incubation
Rack & Power » SAl
Open System Firmware Hardware Fault _
Management - Incubation Security SONiC

'|:'hl]"|[-. Lore

Framework

Ubuntu Core

ODM Whitebox Switch

Software =<

Hardware =

JS Lab
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6. Software Projects
2) Monitoring and Analytics for Disaggregated Networking

= Open - Disaggregated Networking

Fabric Manager

Management, Monitoring + Analytics Platform
Automation -

Telemetry Integrated TCP Flow visibility
without separate probes and without packet brokers

\‘;very Port, Every End Point, Every Flow

SDN Fabric
Distributed SDN Fabric for unified control and

SDN Cloud Adaptive Fabric provisioning of fabric services across multiple sites
Multi site overlay, Network Slicing, Virtual Wires

1@ Network OS L2/L3 NOS based on open, standard protocols
for easy insertion in brownfield networks

e (e R i A ST and into any existing topology (incl. rings)

OCP compliant Bare Metal Switch

JS Lab
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6. Software Projects
3) Management for Distributable NOS

Architecture of a Distributable NOS

RLLELLEL LR LR LR R LR N

sann?®

| NETCONF |
| RESTCONF “i“ﬂ Analytics . Automation

Monitoring Orchestration

SEBENGENGENNOANOEEESEAOOER®

IP/MPLS Other protocols
ntrol plane extension rogram
Distributed Fabric Manager o—— C.O t'O plane extension to prog
: distributed data plane

| configos M vanG |

OSPF

BGP

Control Plane

» Drivers and time-critical function
ONL Platform Abstraction Layer
_ : OCP SAI
g ONL Platform Code Platform Dependent Code
' ONL Linux LTS Kernel (v4.x) | :
Memory Flash Power Fan Merchant
CPU = - T : T ; -
S and Stani ‘ Switch Silicon
JS Lab
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6. Software Projects

4) Management for Distributed Data Plane

Distributed Data Plane

NETCONF

Config DB
-
E

Neighbor
Protocols

ONL Platform SAl

Control Plane

Abstraction Switch
Layer Drivers

Neighbor
Protocols

ONL Platform

Abstraction

Layer

CCM

SAl

Switch
Drivers

|

Router-scoped state and protocol
function

Mapping onto available hardware
resources, synchronisation

Drivers and time-critical function

Distributed data plane using
stacked ASICs or a Fabric backplane

45
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6. Software Projects
5) Automation

Ansible

10.0.0.11
Create New zone on
Create new VIP and port on Load balancer

10.0.0.12

Ansible
Engine Router ]
10.0.0.12

Update
Configurations

....... il 10.0.0.14
Switches: | Load balancer 1
10.0.0.11 10.00.15
10.0.0.12

Routers:

@ 10.0.0.13

7

Firewalls:
10.0.0.14

VAGRANT Virtual
Box

ANSIBLE R R T e ] g

Test
Configurations
on Cumulus V

Deploy to
Production

@ 1857 | 2020

= SUMMIT

JS Lab
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6. Software Projects
6) Hardware vRouter

“Hardware vRouter” Based Multi-tenancy for DC Gateway Service

ISP_1 router ISP_2 router ISP_N router

-
prs

, | NOS :
|
VLAN, MLAG, | VLAN, MLAG, LLDP, |
{  LLDP, REST, ACLs, | | REST,ACLs, etc
:::::eie:::::::::::::::::::‘: :
1 1
Ubuntu | ! Ubuntu

Tenant_ X }+ e E e EEEE

111110, 11111 o mn (L1111 o] b S — - .

[T 11110 I v (1110 »—Cé g e Distinct containers running FRR
T [ | | [l o] i @ stack with traditional VRFs inside
i [_o] | (111_o]
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6. Software Projects
7) OpenBMC

The OpenBMC:

* Linux Foundation open-source project

« goal is to produce an open source implementation of the Baseboard
Management Controllers (BMC) Firmware Stack.

@ (¢

OpenBEMC

OpenBMC v2 ? E E

IPMI
(Intelligent Platform Management Interface)

JS Lab
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6. Software Projects
8) Switch Abstraction Interface

= What is in SAl (Switch Abstraction Interface)

SAIl P4 Model
[Mellanox]

TAM [Broadcom] MPLS [Mellanox] L3 Fast Reroute
[Metaswitch]
I Multi-NPU [Dell] \

Capability Query
[MSFT]

‘ SAI Ext API [Dell] \

Microburst
(Marvell] 802.1BR [Dell]
| BFD [Dell]
Segment Routing
itori [Cavium]
Basic L2/L3 ECN [Dell]
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6. Software Projects
9) ONIE

Open Network Install Environment(ONIE)

Similar to installing a server OS using PXE ONIE looks for and installs network OS image

£3 ' boot into boot into
| Server0S
Stwork 0S onie q Network OS
BIOS and PXE ~ Boot Loader and ONIE | Boot Loader and ONIE Boot Loader and ONIE

etz — &

JS Lab
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6. Software Projects
10) NOS

OpenSwitch v.s. ONL (Open Network Linux)

OpenSwitch (ops » Op Open Network Linux (ONL
p { p :I d'/:.' G"Lﬁgil I'uttf._f;’npennetlinux.u:urgf { ] é

Features / Functionalities

http:/ fwww. openswitch.net/

Open NOS with full L2/L3 Switching Feature. Open Platform Distribution for NOS.
Routing / OpenFlow agents are included. Routing / OpenFlow agents NOT included. (only samples)

Target Hardware

OCP (Open Compute) switch, Bare metal (White Box) Switch

Contributors

Hewlett Packard, Accton, Broadcom Big Switch Networks (Initial Source Code
Iintel, Qosmos, ViMWare, Arista Contributor), Pica8, Accton

License
Apache License, v. 2.0 Eclipse Public License and GPL for Kernel

JS Lab
51



6. Software Projects
11) DMTF

DMTF Standards Applicable to OCP Platforms

« The DMTF(Distributed Management Task Force) organization develops open
manageability standards spanning diverse emerging and traditional IT
infrastructures

| Redfish Client |

OCP Server I
Redfish is a REST based external facing interface for remote

e : management of a server platform
DMTF Dl

I

Network Controller Sideband Interface (NC-Sl)
Management Component Transport Protocol (MCTP)
Platform Level Data Model (PLDM) are

Internal facing interfaces and protocols for platform — PMCI Standards
NC-SI, MCTP, PLDM management subsystem communications

OCP NIC

JS Lab
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6. Software Projects
12) Redfish

Redfish standard: SPMF(sequential pattern mining framework), DMTF
Extending Redfish manageability

- Domain experts from other SDO's are extending Redfish

« Networked storage, storage services, and nonvolatile storage (SNIA, NVMExpress)
« Ethernet Switch - map YANG to Redfish

* BIOS interface (UEFI)

* DC facilities infrastructure devices (The Green Grid, ASHRAE)

 Industrial l1oT (PICMG)

» Customer Premise Equipment (Broadband Forum)

Redfish Off-platform interface
Aug 2015 Aug 2016 Internet Draft 2017

Compute \ Storage Network
- " YANG
SNIA. —
Redfish Swordfish

lloT
N A"
”
On-Platform . BIOS

DCIM? (facilities)
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6. Software Projects
12) Rack Manager Service

Rack Manager Service

« The Rack Manager service provides the front end through a Redfish-
compliant REST API for automated management and a command-line
interface for manual management. It manages all devices within the rack and
communicates directly with the server management system through the
network.

User Management (add, remove, etc.)

PMDU Management (power state, relay state, meter alert,
throttling, etc.)

Rack Manager Services (Redfish, TFTP, NFS, NTP, JTAG, etc.)

Rack Manager (rack inventory, firmware update, log services,
attention LED, etc.)

System / Blade Management (power state, boot order, BIOS
configuration, TPM status, mezzanine card status, remote media

mount, etc.) RedfiSh

System / Blade Serial Sessions (session management, etc.)

Switch Management (port information, firmware update, etc.)

UPS Management (voltage, power, current, alarm, etc.)

High-level functionality exposed by Redfish OCP profile

JS Lab
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6. Software Projects
13) Cloud Firmware Updates

Supply chain integrity

Ease of deployment at scale

Impact less updates

Automatic Recovery / Rollback
Audit trails

Root of trust

Low boot time

Configuration / Policy management

Stop Shutdown Reboot System Restart

All VM and with new Boot OS/VMM VMs and
: OS/VMM : :

Services firmware Services

Service Interruption Time

URLECHANANGEIENEN > OS Constructs
for Runtime
Pause/Preserve VMs Updates

» Unix/Linux —

kexec
FW Activation occurs *» Windows —

Trigger FW Activation
Less Service

ServicelBIip

|I‘l.terl'u ption in associated HW M
Time enables emory_
high service OS is Reloaded Preservmg

by ¥ Maintenance
availability Services Resume
[ Intel® working with partners in OCP on improving FW upgrades ]
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7. SONIC
1) SONIC 7 &

SONIC (Software for Open Networking in the Cloud):

redisDB with multiple tables

« BGP Table: Stores configuration related to BGP neighbors, advertisements.

« Port: Contains configuration related to interfaces, speeds.

« PortChannel: Contains configuration of Link Aggregations
(bonding/etherchannel, port channel).

« VLAN: Contains VLAN IDs, member ports.

« VLAN members: Contains configuration for individual ports for 802.1q
tagging.

« Layer 3 tables: INTERFACE, PORTCHANNEL_INTERFACE, and VLAN_INTERFACE
to store IP address details of Layer 3 interfaces.

« ACL_RULE: Contains configuration of access lists.

JS Lab
https://azure.github.io/SONIC/




7. SONIC
1) SONIC 7l &

% SONIC (Software for Open Networking in the Cloud) Commands:

Show MAC:

admin@sonic:~$ show mac
No. Vlian MacAddress Port

1 1000 E2:8C:56:85:4A:CD Ethernetl2

Configure VLANs and member ports:

root@sonic:/# config vlan add 1200

root@sonic:/# config vlan member add 1200 Ethernetl

root@sonic:/# config vlan member add 1200 Ethernet9 -u (Defining Untagged)
root@sonic:/# config vlan member add 1200 Ethernet8

BGP show commands:

admin@sonic:~$ show bgp neighbors 192.168.1.161

admin@sonic:~$ show bgp neighbors 192.168.1.161 advertised-routes
admin@sonic:~$ show bgp neighbors 192.168.1.161 received-routes
admin@sonic:~$ show bgp neighbors 192.168.1.161 routes

JS Lab
https://azure.github.io/SONIC/



7. SONIC
1) SONIC 7 &

configuration and management tools

@ kubernetes @ “ puppet CHEF
> <

New More apps SNMP

Database Platform

$J50NIC i

Linu_:_ca Switch Abstraction Interface (SAI)

Jenkins

ANSIBLE

JS Lab



7. SONIC
2) SONIC history

2016 2017 2018 2019

Powering data center ToR/Leaf

More contributors and hardware support

Linux > RDMA/QoS » Streaming Telemetry » Richer Features
Basic L2/L3 > IPv6 » Config DB » Advanced Mgmt
Containerized » Mgmt. via Swarm » Support Virtualization » Stringent Tests
Redis DB » Fast Reboot(<30s) » Warm Reboot (<1s) » Development Tools

40G > 100G » ARM based & Lower end » Chassis Support
5 platforms » 16 platforms » 31 platforms » 92 platforms

ASIC » ASIC » ASIC » ASIC
BRCM: Trident 2 BRCM: Tomahawk/ Nephos: Taurus BRCM: DNX
MLNX: Spectrum Tomahawk?2 BRCM: TD2/TH3, Helix4 Innovium: Teralynx
Cavium: Xpliant Marvell: Prestera Cisco: Lacrosse Marvell: Falcon
Centec: Goldengate Barefoot: Tofino ‘ \X: Spectrum Il

JS Lab
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7. SONIC
3) SONIC +

% SONIC +

SONIiC* Load Balancer

" Load balancing @ switch line rate

® Can run on existing ToR switch excluding the
extra load balancer servers hop

® can run in addition to all sonic functionality

-

s

SONIC* Tunnel

The Sepio security stand running on SONIC offers a unique
solution that discovers ,identifies and blocks malicious physical
layer devices (active and passive)

Full protection against:
® |nvisible network implants

® Manipulated firmware

\\\

\ R

% Use cases:

-

" Support tunnel mapping to overlay networks
" Support VRF peering to increase routing scale

" Connect bare metal servers to overlay networks
" Map Costumer Tunnel to tenant network

A

61
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7. SONIC
3) SONIC +

% SONIC +

SONiC+ SAI Extension :5%,

Ability to add changes to control & data
plane according to costumer needs

SONIC* LB appg =4 50NIC

Fapd =~~~ gE88Ql ~-7m=m=mrmmoom 235801 ----
1 R Auto generated FLEX SAI AP
Mellanox %
P4 Compiler - Waﬁ,w, e Mellanox SDK

SAl pipeline

sonict

A&m\ pipeline

+ 0
Spectrum™

Mellanox
el hitps://githubcom/opencomputeproject/SAl/tree/master/flexsai/pd

SONiIC + ONL

- ONLis used by many NOS as a base 0S
- e.g) ONF Stratum, Facebook FBOSS

- building a solid base OS in the open source community benefits

everyone
- ODM only needs to port their hardware to ONL

- SONIC gets wider hardware support

ONF Facebook ONF Facebook SONIC

Stratum FBOSS SONIC Stratum FBOSS

ONL | | ONL oN. | o | oL
Current Our proposal

SONiC+ Telemetry :ﬁ'

B Tmmycmmu :
Telemeuy summary | Telemetry Agent_
as \
Hes=sieceoee st a Bl (oich | marker
OpS f‘f— Action : Collect telemetry
+

[~ Telemetry summary
Match : marker

Action : Collect telemetry

"""'“"’ Aesat Flow + marker

Match : marker
Action : Collect telemetry

Flow + marker

JS Lab
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7. SONIC

4) containerized Routing Protocol Daemon

+» Scale out Route Server

Build a BGP route server that can service thousands of BGP clients

[}
« Multiple instances of cRPD(containerized routing protocol daemon) behind a
NATed bridge or load balancer
+ Clients see all routes come from a single route server
« Support large number of BGP clients > 10K
B6P N
17217.0.2 17217.03 1721704 17247027 " ‘rz%ﬁ%g’ T T \r21704
rs0 rsi | rs2 ! rsO rsi s |
[ Ty v 7Y A '
docker0| 172.17.01 o V7
ethl '_\10.1.0.254 1(‘)9;\‘\9.5‘.4.@"‘
LAN f?K\
(10.1.0.0/24) FEOTY
AL N, e8P
10101 10105 10.10.1 _,,—ro.i.’o’.z ‘/', 10.1.9'.3 \!Q.I.OA\ ~._ 10105
rl r2 r3 r4 L ! rl r2 r3 r4 o5
AS5100 AS5200 AS300 w AS100 AS5200 AS300 w ASB00
1/8 3/8 4/8 1/8 2/8 3/8 4/8 5/8
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7. SONIC
5) P4 for SONIC

s Sample Switch.P4 Features for SONiC

® Ethernet switching

VLAN Flooding

MAC Learning & Aging
STP state

VLAN Translation

® IPv4 and IPv6 routing

®
o
00000800000

Unicast Routing

Routed Ports & SVI

VRF

Unicast RPF - Strict and Loose
Multicast - PIM-SM/DM & PIM-Bidir

QoS Classification & marking
Drop profiles/WRED -
RoCEv2/PFC

CoPP (Control plane policing)
WRED-based ECN marking

Tunneling: VXLAN (v4/v6), IP-in-IP, GRE
ACL
® Ingress MACACL, IPv4/v6 ACL, RACL
® Egress MACACL, IPv4/v6 ACL, RACL
® QoSACL, System ACL, PBR
® Port Range lookups in ACLs
Security Features
® Storm Control,
® |P Source Guard
sFlow
PTP
Counters
® Route Table Entry Counters
® VLAN/Bridge Domain Counters
® Port/Interface Counters
® ACL stats
Barefoot Dataplane Telemetry

64
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7. SONIC
6) Fast Boot

+» Fast Boot

Control plane disruption < 90 seconds

/ Data plang disruption < 30 seconds

| |
| i

" — —

|
|
H I
Routing | : !( >I
i I
! [
Data Plane : u
' i | I
' | | I
OS Reboot OS Boots Data Plane Data Plane Restored
(kexec) up Reset
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7. SONIC
7) Warm Boot

< Warm Boot

ontrol plane disruption < 90 seconds

Control pIan.<

Routing

Data Plane

0.S Reboot

SONIC ASIC i Warm Reboot
Starts Warm ' Finishes

Init

State Reconciliation, via SAI state-driven API

66

Data plane disruption < 1 second
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7. SONIC
8) Warm Boot Architecture

<+ Warm Boot Architecture

a A O Db~

Warm boot script stores App/ASIC DB on disc

Redis restores App/ASIC DB after reboot

OA reads AppDB and compiles a new ASIC DB

SyncD compares old/new ASIC DB, and apply diff to the ASIC
Applications waking up in paraliel

« May staged changes to App DB

Network
Applications

« OA comes in as usual, updates ASIC dB

T

/

* SyncD keeps syncing ASIC DB to hardware ( ez | EU\,‘
Orchestration Agent % %
L . :v—n;_{ J
SAIl
ASIC

67
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7. SONIC

9) Load Balancer

*» Load Balancer (Extending SwSS on SONIC)

Load balancer Container

!_Conﬁgl)B-L“--_ﬁ*__~_

LB Mgr —‘ T |

_ AppDB

“Connection l
_ Table
E—

~ ASICDB

TCP syn fin,reset

Software Support Service (SWSS)

JS Lab
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7. SONIC
10) SONiC 1/

s SONiIC Components

' SONIC
' Contribution

SONIC components

Cenfig/Magmt

SONIC

Network Software Components

Switch Abstraction Interface i o L e S
e H/W Programming interface

; Open Network Install | - _
Sipcn Network L Environment Base OS E_T"Id installer
ONL
ONIE Il
OCP Hardware Open networking Hardware

69

Data Plane
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7. SONIC
11) SONIC ME}A|

% SONiC ecosystem

SONIC vision for the OCP switch ecosystem

m&:ﬁ fittnss BAREFOOT

Switch ASICs l SAI compatible

| Accton I ALPHA

Switch Chassis I OCP approved

Inventec Interface Masters
e e —

Base OS and

taler [__ONIEONL >

(" OCP switch )

Interoperability
certified by

OCP Solution
Providers (SPs)

- /

@ONiC ﬁ'amewoﬁ
} ISTA smolbeon

=y

BT Microsoft

Fully Open Sourced switching platform - Increased choices for OCP end users

70
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7. SONIC
11) SONIC Sub-Project

% SONiC Sub-Project Calls

* SONiC Kubernetes Workgroup - App Ext discussion: October 23rd, 2020
* SONiC Test Subgroup: October 21st, 2020

* SONiC Test Subgroup: July 15th, 2020

* PDDF v2.0 June 16th, 2020

* Sonic-mgmt pytest introduction (II) June 3rd, 2020

* BGP un-numbered and System health monitoring HLD June 2nd, 2020

* EVPN VXLAN HLD and ZTP config update HLD May 26th, 2020

* Sonic-mgmt pytest introduction (I) May 20th, 2020

 Dynamic buffer calculation HLD May 19th, 2020

* SONiC Configuration Replace HLD May 12th, 2020

* MLAG & Firmware utils May 5th, 2020

* Fine grained ECMP & L3 kernel programming enhancement April 28th, 2020
* D-Bus Host to Container Communications HLD April 14th, 2020

 Style Python Docstrings and cEOS April 8th, 2020

* AAA HLD Discussion April 7th, 2020

 System Health and System LED Monitoring March 31st, 2020

 PyTest and Testbed Routing Design March 25th, 2020

* Add QoS Scheduler and Shaper March 17th, 2020

* Code Coverage Rate for SONiC March 11th, 2020

* D-BUS HLD Discussion January 28th, 2020

JS Lab
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