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+» OPNFV @ LF Networking

Virtual LFN Developer & Testing Forum:

June 2020 Report

Virtual LFN Developer & Testing Forum

June 2020 Highlights

CILFNETWORKING

5G,
Cloud Native,
CNTT,

,,
28
(0]

NAP,
OpenDaylight,
OPNFV,

Publications,

https://www.Ifnetworking.org/resources/2020/07/28/virtual-lfn-developer-testing-forum-june-2020-report/
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1. 708

< ETSI2| NFV 25 PoC, 7| & £ A, Plugtests Programme &

« € @ etsiong/technologies/nfy

STANDARDS ~ TECHNOLOGIES ~ MEMBERSHIP

COMMITTEES  EVENTS  ABDUTUS PR

NFV ISG PoC Projects

+ PoCa1: CIoUANEV Open NEY Frameork
» PoC#2: Service Chaining for NW Functin Selection in Carrier Networks

+ PoCa3: Virtual Function State Migration and Intercperability

+ PoGaa: Mustl-vendor Distributed NEY

PoC#S: E2E vEPC Drchestrationin a multi-vender open NFVI environment
PoCaé: Virtualised Mobile Network with Integrated DPI

« PoCHZC. ! hars

+ PoCa8: Automated Network Orchestration

+ PoC#9; VNF Router Performance with DDeS Functionality
» PoCa10: NEY Ecosystem

+ Pocatt - IMS.0n & cloy £ r NEVMEC PLotests 2020
- PoCaz: trati 1o I

» PoCa13: StearFlow: Multi-Lavered Traffic Steering for Gi-LAN

» PoGarlé: ForGES Apnicaiity for NFY and intograted SON

* PoCa15: Subscrber Aware SGI/Gi-LAN Virtualization

- PoCH: S with Secure, S v Gate

» PoCa17: Onerational Efficiency in NFY Canacity Planning. Provisioning and Billing

+ PoCaB: YNE Router Parl Hiorar -

« PoC#19: Seryice Accel of NW Eu Network;

= PoC#20: Yirality based content caching in NEY framework

» PoC#21: Netwark Intensive and Compute intensive Harchvare Acceleration

+ PoGaz2 High 8 y spects in g Multivendor t
+ PoC#23: Demonshration E2E archostration of victualized LTE tunction:
dvnamic service chaining of YNEs ysing YNE EG

PoC#24: Genstraint based Placement and S EV/Cloud Systems

« PoCu25: Demonstration of Virtual EPC (vEPC) Apalications and Enhanced Resource Netmork Fumctions
* PoC#2¢: Yirtual € SDN Function in Mobile Backhaul Networks souction
» PoCa27: VoLTE Service based on vEPC ang wIMS Architecture e
* PoCu28: SN Controlied VNF Forwarding Granh

« PoCa20: Sarvic on

S —
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« NFV reference architecture framework

NFV Management

& Orchestration
8 Execution

Reference Points
Os-Ma X G
0SS/BSS | | o i
4+ MainnEv
- Reterence Point
Service, VNF and oe.ta cterence Points
T Infrastructure Description
Or-Vnfm
il ENe2 i Ve-Vinfm
- VNF
T == Manager(s)

Orvi

Vivinfm

INITIAL

Virtualized

Infrastructure FOCuUSs

Manager(s)

OF OPNFV

JS Lab
ETSI GS NFV 002 v1.2.1 (2014-12)
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% OPNFV (Open Platform for NFV)

» EM AAX FEZ 20143 108 S

* NFV (Network Function Virtualization)E A}25l= MH|Z0|L AHIAE
WA = g 4 AEE 57| 5t 72|02 S8 LE AA EME (Carrier-
Grade, Integrated, Open Source Platform)

Linux X Tte] ©e Z2HE (Linux Foundation Collaborative Project)

L1 THELINUXFOUNDATION

JS Lab
https://www.opnfv.org/

james@jslab.kr
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<+ OPNFV Mission

JS Lab
https://www.opnfv.org/about/mission
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1.7

< OPNFV Current Release: Iruya 9.0

= Architectural view

“:OPNFV *:OPNFV *:OPNFV
[ 7:OPMFV

| New Features

Compute Storage Network Upstream
Virtualization j§ Virtualization Virtualization Project

Collaboration tion / Continu@us Deployment
S —
u# _\ Gioud Natie |

JS Lab

https://www.opnfv.org/software
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1.7

% Release History

%+ OPNFV provides consumable releases every six months

Release: Hunter
Version: 8.1

Release Date: 7/09/2019
View Release Details
Release: Hunter
Version: 8.0

Release: Gambia
Version: 7.2

Release Date: 1/28/2019
View Release Details
Release: Gambia
Version: 7.1

Release: Fraser
Version: 6.2

Release Date: 6/29/2018
View Release Details
Release: Fraser
Version: 6.1

Release: Euphrates
Version: 5.1

Release Date: Monday,
12/18/2017

View Release Details
Release: Euphrates

11/13/2020

i Release Date: 5/14/2019 Rlelease Date: 12/1.4/2018 Rlelease Date: 5/3Q12018 Version: 5.0 )
i View Release Details View Release Dletalls View Release Details Release Date: Tuesday,
® Release: Gambia Release: Fraser 10/24/2017
é Version: 7.0 Version: 6.0 View Release Details
8, Release Date: 11/13/2018 Release Date: 5/1/2018
View Release Details View Release Details
Release: Danube Release: Colorado Release: Brahmaputra Release: Arno
Version: 3.0 Version: 3.0 Version: 3.0 Version: SR1
Release Date: 7/17/2017 Release Date: 11/14/2016  Release Date: 04/29/2016 Release Date: 01/01/2015
View Release Details View Release Details View Release Details View Release Details
Release: Danube Release: Colorado Release: Brahmaputra Release: Arno
Version: 2.0 Version: 2.0 Version: 2.0 Version: 1.0
Release Date: 5/5/2017 Release Date: 11/14/2016  Release Date: 04/21/2016 Release Date: 06/04/2015
View Release Details View Release Details View Release Details View Release Details
Release: Danube Release: Colorado Release: Brahmaputra
Version: 1.0 Version: 1.0 Version: 1.0
Release Date: 4/4/2017 Release Date: 09/26/2016  Release Date: 03/01/2016
View Release Details View Release Details View Release Details
JS Lab
1. 70
it =
< OPNFVQ| Z2ME &
= QFAE ZR2HE (Requirements)
v NFV Reference Platform 7H'&tS 9l a3t 27 Aol Chsl =& X 2MSE 2o
DZHE
v HolEl 2 A2 OPNFV Community Lt Upstream Project OlA] 713
s = E% 9 HFZ Z2HE (Integration & Testing)
-1
= .
& v NFV Reference Platform 7+%0{ AMEE|= LS Open Source Project (e.g. K8s,
¢ OpenStack, OpenDaylight)0fl Cist &% & 2E =S -?—|°* ZEHE
« HJ|L =2 HE (Collaborative Development)
v NFV Reference Platform 7§22 2|8l CHE Open Source Project 1& X #F2}
SIS B2 g Ao Z2rs
= EAM3} ZTR2HE (Documentation)
v OPNFV o BHEIEl 2M3t O B4 Ty 7 Jjgg 93t Z2HE
JS Lab
https://wiki.opnfv.org/display/PROJ
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& OPNFVe| Z2HE C|HEZ

W Bahepe 30- OOV X

% 1, At — Fraser dovumen

€ 5 C & wikiopavong/display/PRONPIojects Director

ZOPMEV sosces = Pocpie

Project Directory

Active Projects {in Incubation) Active Projects (Mature) Archived Projects

james@jslab.kr

Banw »@=

https://wiki.opnfv.org/display/PROJ

JS Lab

1.718

and Automation (By Heather Kirksey, February 4, 2020)

AY ¢ &

56+ 17K+ 16+
Developers  Commilts | Organizations

james@jslab.kr

*:0PNFV

Current Release: Iruya 9.0

R Products now OPNFV
Verified for NFVI

I Migration to EasyCLA a tool
H : n Community Bridge
#Airship ! il

Initial release of the
#easyCLA Airship installer
#CNTT

% OPNFYV lIruya: Paving the Way for 5G via Testing Tools, Scripts,

JS Lab

11/13/2020
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% Airship
A airship

Cloud Harbour

o
3
@
@

Fe—— Airship Components (%)
— ° Schsoke  Ouer MesertTasks® Gunae e o
o E o [} e (D T Yol ey Kubernates
e ] ECT
o m . = prpe)
= = e —
image Registry © EX) (-] obe A -
o @ - o orwamind e
Sicng * 08 of § entres. Nost
a Apache Airflow (or simply Airflow) is a platform to
programmatically author, schedule, and monitor workflows.
Kubernetes [FErotmes
~—
8 prmore r—— [ o ]
08 ot [ Ongock |
Docker
or
MuttiClowd Orcirestrator tost

JS Lab

https://www.airshipit.org/

1.7
< T’d ‘Airship Integration Documentation’ (20204 10¥)

A airship [ core |

| divingbell |

corecns caco coredns caico cabco DNS + Network
B § e e oo | o o« DN -~ W . s
s AP KBs Sched et et e proxy Kubsrmates
K8s Cluster K8s Cluster
| ook kel | Docker Kubsiot
os 0s
Host - Control Plane Host - Data Plane
JS Lab

https://readthedocs.org/projects/airship-treasuremap/downloads/pdf/latest/
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% Airship in a Bottle

kubectl get servicss —al I-nanespaces

o

oté

jslab:~# docker ps

https://github.com/airshipit/airship-in-a-bottle

JS Lab

james@jslab.kr

1.7

% Cloud iNfrastructure Telco Taskforce (CNTT)
« Cloud iNfrastructure Telco Taskforce (CNTT) 2 20194 M&!
+ partnership between LF Networking and GSMA: provides standardized infrastructures for both
virtual machine-based and containerized network functions, enabling providers to shorten
onboarding from weeks and months to hours and days, reducing costs, and accelerating digital

transformation.

Cloud stack A

0%
¢ 4

Cloud stack €

Many combinations

& silo deployments AX

\. 7

CILFNETWORKING
k'

Cloud native VINFs

Infrastructure Abstraction

on 5
+/ Reduced TCO

v/ Consistent Operating Model

+/ Better Utilized Infrastructure

+/ Scalable

/ Easy to automate

+ Unified Verification and Testing

#5G, #Cloud Native, #CNTT, #Edge, #OPNFV, #Publications, #Resources

JS Lab

11/13/2020
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7

% CNTT Reference framework, Workstreams and Focus Groups

Archif P i Reference Conformance
RAI T RI 97 RC |
OpenStack Based Install & Lab Requirements »  Framework &Testcases P ove |
*  Specification *  Playbook (Cookbook) Requirements 1 Conforance |
«  Guidelines *  Gap analysis. «  Playbook (Cookbook) 3 e 1
Gap analysis. Development Planning * Gapanayss. 7O
Innovation * Development Planning.
Requirements. ovp r 1
Cloud infrastructure I 2 .
Profiles Reference Architecture Implementation Reference Conformance L J
+  Exceptions and Transition RA2 RI2 RC2 =) [
lans - — H i
oA Cloud Native Install & Lab Requirements Framework & Testcases (P
Specification Playbook (Cookbook) Requirements | Pogwe
Guidelines Gap analysis * Playbook (Cookbook) ~ ‘t=======-- i
Networking Requirement *  Gap analysis. *  Development Planning = Gap analysis.
*  Networking fabric and Innovation = Development Planning.
Networking
+  EdgeTypes & Requirements.
*  Edge Specific Profiles. Edge
JS Lab
1. 72
o .
% CNTT Reference Architecture
Requirements Operations
choz: Ch03: Target ChO6: Ccho4: ChO5: Ch07: Seif
Overall Req State Installer Req LabsReq  HW Delivery  Ops (Cookbook) | o
1 }Community
} OPNFYLabs
1

Gaps & Development
chos: Ccho9:
Integration Gaps &
(Cookbook)  Development

pm——

mmmamad

JS Lab

11/13/2020
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1. 708

% CNTT Reference Implementation

RI1
§ Community
s Installers
* -0PNFV Self LaaS
] . . i
LI .
! Installer ! Coantliy
L ! *-0PNFVLabs
https://cntt-n.github.io/CNTT/doc/ref_impl/cntt-ri/chapters/chapter01.html
JS Lab
1.7
% EasyCLA is an Automated, Efficient, and Flexible Tool for
Managing Contributor Agreements and Repository Access
% Open Networking Summit (ONS) North America,
%’ the Linux Foundation announced Community
8, Bridge, “... a new platform created to empower

open source developers..” Community Bridge is a

conpoRATE

suite of tools that enable individuals and

organizations to engage with open source projects.

JS Lab
https://github.com/communitybridge/easycla/tree/master/getting-started

11/13/2020

12



1. 708

% The Open Platform for NFV (OPNFV) community spent about four
years developing testing tools that can also help other open-

source projects.

=
@nnennmumm @v“"{

DPDK: Data Plane Development Kit

Requirements, Tests,

Deployment Tools

> Code Contribution

Master/Stable Code
> >

1 O
e =
= z
E}‘ Functest i e
£ [ Test Result
8 NEVI, VIM cc\ Database
APis + Functions
ﬁ RefStack WE‘,( 7 e
k Tempest wﬂnslxk M vsperf, @ l%
Yardstick Bottlenecks NFVBench StorPerf Dovetail
cww";vv VN st NFVI & VNF Load tests NFVI dataplane NFVI Starage OPNFV
Performance staging manager Performance Performance EW‘FHT(E
Kubernetes . i
ompliance
Functional Testing Non-functional Testing Verification
https://superuser.openstack.org/articles/opnfv-testing-tools/
JS Lab
1.7
% OPNFV Interaction with Upstream Communities and Downstream
Projects/Users
) .
au R e Service
"DNAP D € Providers
L == - - = 13
— = 7
s SDN Hol 3! o .7
j [@Hor o= | 7 0PNFV
& = -5
i B2t.E Ao B 2 ot
E N <-- Continuous
A ;
. Hgtas’_lz,’;:ﬂx& c —>]| Integration/Deployment,
stack uberns 'S . e .
2 Testing, Certification
HEE 7ty O \
[Ei] open s & £ \
= ] OPNFV-Compliant
Y EN A M3 "3 <l Vendors > SONFV products.
el -
)

Lab-Ready Reference
Platforms

>

JS Lab

11/13/2020
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< Developer Tools

Ask

A Q&A Forum for Developers and

Users

Jenkins

Continuous Integration Tool For
OPNFV

Community Dashboard

View Community Contributions to
OPNFV

JIRA

Submit and Track Bugs Related
to OPNFV

Etherpad

vs You To Edit Documents
Collaboratively in Real-Time

Mailing Lists

Review and Subscribe to the
Mailing List(s) Relevant to You

Gerrit

Access Git Repositories, Review
and Comment on the OPNFV
Code Base

MeetBot

Plugin To Take Notes During IRC
Meetings ( )

JS Lab

james@jslab.kr

1.7

% Current Release: Iruya 9.0
* Cross-community Collaboration (CNTT & OVP)

» Test Projects

Functest
Yardstick
VSPerf

AN N NN

v Rocket

v' Edge Cloud

Bottlenecks
NFVBench

» Edge Computing

v" Container4NFV

= Additional Enhancements

v' Barometer

v" Doctor
v' LaaS

= Community Bridge Progress

JS Lab

11/13/2020
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1.7

«» Last Release: Hunter 8.0

* Integration and Test Projects

v' XCl: Cross-Community Continuous Integration
v Xtesting: OPNFV now also offers a test framework
v LaaS: Lab as a Service
v Pharos project: continues to make progress on specifying an edge POD
_ v Functest: functional testing, (OpenStack Rocky / k8s v1.13.5)
._2: v Yardstick: performance testing, includes additional support for k8s testing
) v Bottlenecks: used for stress and longevity testing
g v VSPerf: used for virtual switch performance characterization
= v" NFVBench: used for NFVI data plane performance testing
v" SampleVNF: that provides open source VNF approximations
= Cross-community Collaboration
v" C-RAN: A new project relating to performance measurement for Cloud Radio
Access Network (C-RAN) VNF
v" Rocket: Also a new project, Rocket aims at improving virtual Evolved Packet
Core (VEPC) VNF performance
v' Other Enhancements: container-based undercloud services, IPv6, OpenStack,
NFVI telemetry (ONAP)
JS Lab
1. 70
% Open Source Networking and OPNFV
Open Source Networking Landscape =
Linux Foundation hosts 9/10 Top projects s
@ Application Layer / App Server Product, Services & Workloads Fgunory  Standards
; [ eee—— 3 ' T 113
8 g pics § ) %]
% 3 SEAARN 3 % poce 5‘:,‘ trferum
g ” Orchestration, Management, Policy E g Ouno 4 ig @
BT HIO 2| HE T
g HH = [l o
27— @ |-
% Oreratin §i u-g& L &¢ %, [ orenszs :_';"
e e~
CITHELINUX FOUNDATION Automation of Network + Infrastructure + Cloud + Apps + 10T

JS Lab

11/13/2020
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1. 718
2. YAEZ(Upstream) Z2HE E%t
5 3. 7|5(Feature) Z2HE
¢ 4. Sg(Integration) TR E
5. HA&(Testing) ZEHE
6. At#l(Use Cases)
7. F0{(Getting Involved)
JS Lab
2. YA E&|(Upstream) Z2HE £}
<+ Y2 EZ (Upstream) OPNFV 71/ L| E|(Community)
* Do not look to fork upstream projects or create OPNFV specific versions
* Analysis of NFV requirements or testing activities, we discover gaps,
desired features, or bugs, we will participate in the appropriate
community process of the upstream organization to incorporate
x blueprints, patches, and other changes.
%

L Jtinux

A
EI'SI 7 . i
SECTIRE «—»  MEF

h

It

I ETF
‘-}\F'KVM /@) DPDK @;‘:PEN“: [Ei] open s @Ceph
E3amemiack —:-éio ono OPEN AIR .
Open Source
OO;;.,VSVW§ o M A N U OPEN BATON (£3) OPENCONTRAIL @ DpenDatoPlone
JS Lab

tps://www.opnfv.org/community/upstream-projects

16



2. YA E&(Upstream) Z2HE F¢

% Upstream Software Projects Integrated by OPNFV

MANO
VNFs VNFs VNFs BHP
f}ICiT IN SCOPE AT THIIS TIM:E
NFVI Software
Virtual Compute Virtual Storage SDN Controller
LXD/Docker

Virtual Networking/Dataplane Acceleration

VIiM
Kul

R
Computer Project
e varovare [T

JS Lab

https://www.opnfv.org/community/upstream-projects https://wiki.opnfv.org/display/COM/Upstream+Project+Mapping

2. YA E&(Upstream) Z2HE F¢

< Upstream Project (0ll: OpenStack)

Upstream Project (e.g. OpenStack)

Upstream Regularly
contribution by Upstream |Pass | Upstream | Pinned . Regular G
OPNFY 1§ Gerrit | Git r OPNFVGIt | mb, | Testing
contributor
v 11
OPNFV
Health Check
(Verify)
OPNFV
JS Lab

11/13/2020
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2. YA E&(Upstream) Z2HE F¢

< NFVI Software: Virtual Compute: KVM

% oo [ S

Virtual Machine

Virtual Machine

ALl

U3z

Physical Machine

Linux Kernel (Host OS)
i o P8

CPUs Memory Network Adapters Local Disk &

S

Flash Storage

API to
manage
KVM

JSLab
2. & (Upstream) Z2HE Fgt
< NFVI Software: Virtual Compute: LXD
LXD Container XB Contakeg
Physical Machine fansomse
JSLab

11/13/2020
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2. YA E&(Upstream) Z2HE F¢

< NFVI Software: Virtual Compute: Docker

Docker Container Docker Container
Bins/Libs
Linux Kernel (Host OS)
S

CPUs Memory Network Adapters Local Disk &
Flash Storage

Physical Machine

JS Lab

2. YA E&(Upstream) Z2HE F¢

« LXD Container Architecture / Docker Container Architecture

Application
LXCAXD Bins/Libs
Linux Kemal (Host 0S) Linux Kernel (Host OS)
cPua Mooy Locsi Dick
Storane
Physical Machine

JS Lab
LinuxFoundationX: LFS164x

11/13/2020
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2. YA E&|(Upstream) Z2HE £

< NFVI Software: Virtual Storage

» three types of virtual storage solutions: block, file, and object.

= However, for NFV, block storage is generally sufficient. For this reason, the
only virtual storage solution integrated is a project called Ceph for block
storage.

Ceph’s foundation is the Reliable Autonomic Distributed Object Store
(RADOS), which provides your applications with object, block, and file system

james@jslab.kr
L

storage in a single unified storage cluster

JS Lab

https://ceph.com/ceph-storage/

2. YA EZ|(Upstream) Z2HE E%t

% NFVI Software: Virtual Storage: Ceph

= SDS(software defined storage) that scales horizontally by adding storage servers

* The software was open sourced by Red Hat

» According to the OpenStack 2016 User Survey, Ceph is the most popular external
block storage software used in OpenStack deployments, For this reason, Ceph is also

integrated with OPNFV.
= Ceph's official website:

james@jslab.kr

v "Ceph is a unified, distributed storage system designed for excellent

performance, reliability, and scalability. Ceph’s foundation is the Reliable
Autonomic Distributed Object Store (RADOS), which provides your
applications with object, block, and file system storage in a single unified
storage cluster — making Ceph flexible, highly reliable and easy for you to

manage".

JS Lab

https://ceph.com/

20



2. YA E&|(Upstream) Z2HE £

« NFVI Software: Virtual Network

*= Open vSwitch (OVS)
* FD.io (The Fast Data Project)
* Tungsten Fabric vRouter

&
8
£
JS Lab
— e |
2. YA E&(Upstream) ZE2ME F&t
< NFVI Software: Virtual Network: OVS
* OVS Architecture
é
£
(") security: VLAN " Monitoring: Netflow,
== isolation, traffic filtering \ S, sFlow, SPAN, RSPAN
: . Automated Control:
Qos: traffic queving @ OpenFlow, OVSDB
and traffic shaping
~  mgmt. protocol
JS Lab
http://openvswitch.org/

11/13/2020
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2. YA E&(Upstream) Z2HE F¢

< NFVI Software: Virtual Network: FD.io

% A high-performance alternative to OVS, the core engine of The
Fast Data Project, is a Vector Packet Processing (VPP) engine that
came from Cisco.

High level Netconf/YANG,

|

To OpenStack Low
REST, BGP interfaces Neutron Level API _ﬁ
- I

.10
The Universal Dataplane
ETHELINUXECUNDATION

FD.io

Packet-1
Honeycomb Agent FD.io ML2 Agent
VPP Packet-3
(Vector Packet Processing Engine)

JS Lab
https://wiki.fd.io/view/Main_Page
2. A E&|(Upstream) ZEHE Fot
< NFVI Software: Virtual Network: FD.io
* FD.io Project
v" Honeycomb v" Hc2vpp
v CSIT v" TRex
v" NSH SFC v' Cicn
v" ONE v" GoVPP
v" VPP Sandbox v' ODP4VPP
v' TLDK v P4vpp _ﬁio
v Deb dpdk v Pma tOOIS 3 Yr:el._lniv.erull)napline
v Ci-management v DMM SMEEALLL R
v" Rpm dpdk v Sweetcomb
v Puppet-fdio v HICN
v' JVPP
JS Lab

https://wiki.fd.io/view/Main_Page

11/13/2020
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2. YA E&|(Upstream) Z2HE £

% NFVI Software: Dataplane Acceleration

* When moving network functions from physical to virtual, there is
generally a packet performance loss as additional components (e.g.
hostOS, hypervisor, OVS) get inserted in the packet-handling path.

» Data acceleration technologies optimize packet processing to

compensate for this performance loss. OPNFV integrates two dataplane
acceleration technologies:

james@jslab.kr

v’ Data Plane Development Kit (DPDK) and related functionality
v" OpenDataPlane.

JS Lab
http://openvswitch.org/

2. YA EZ|(Upstream) Z2HE E%t

< NFVI Software: Dataplane Acceleration: DPDK

* The Data Plane Development Kit (DPDK), The Linux Foundation project, is
a set of libraries that bypass the kernel and provide polling mechanisms,
instead of interrupt-based operations, to speed up packet processing.

* In the 2015 study by Intel: "Using Open vSwitch with DPDK for Inter-VM
NFV Applications”, OVS with DPDK showed a 75% improvement in
throughput over plain OVS.

james@jslab.kr

= Other related technologies are huge pages, Non-Uniform Memory Access
(NUMA) pinning, Single Root I/O Virtualization (SR-I0V), and cache
optimization technologies.

* Huge pages improve VNF efficiency by reducing page lookups; NUMA
pinning ensures that the workload uses memory local to the processor;
SR-IOV enables network traffic to bypass the hypervisor and go directly
to the virtual machine; and cache optimizations improve overall

efficiency.
2 DPDK

JS Lab
http://www.dpdk.org/
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< NFVI Software: Dataplane Acceleration: DPDK

= SRIOV Passthrough

Containerized VNF DPDK APP

€thd | Keviviiontiod /devivioviol H
L vl

-2 = =
[ |
7::.33;3“:%: SRIOV-CNI
nanrem (CFamel | (Siowopox] [ Fannel | (SnovoK) ()
etho VF VF [ g 6/-4) Bare Metal Servers a’ g ]
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< NFVI Software: Dataplane Acceleration: DPDK

* VPP: open-source Vector Packet Processing (VPP) platform
v Features: IPv4/IPv6 L2, MPLS, VLAN, Bridge, NAT, ACL, VXLAN, GRE &
v Integrated: OpenStack/ODL(netconf/Yang), K8s/Flanel (Python API),

Kubernetes

———
e | oo oo
CONTAINER CONTAINER

DPDK DPDK Environm |

Kubernetes Nodes Kubernetes Nodes

[ oeokemwosy [ oeoxemoev | cN_| [oni |

Data Flow Flannel | [ vhosteni | [ Flannel | [ vhosteni |

[
:10:;E Cﬁuﬁ VP%DK Mhost | J [ 2:4) Bare Metal Servers a) ]

Multus is a Multi CNI plugin to support the Multi Networking feature

JS Lab
https://wiki.fd.io/view/VPP https://wiki.fd.io/view/VPP/Features
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< NFVI Software: Dataplane Acceleration: DPDK

= VPP for Container Networking

R
Kubernetes I
AF_Packet CNI? J

Container A VPP Container B
[ Over[:;s) (VXL ][ ACL/Policy ] User
Space
[ Layer 3 (IPv4,6) J P
[ J Pros:

Layer 2 (ether) Support Linux

FIFO kernel stack which

FIFO g
dpdk m is required by
P m most applications
- with performance
TCP TCP higher than
Flannel
P g Cons:
(rou)tln FIFO Kernel FIFO ("“"‘,“" Performance is
9 Space ¢ lower than vhost-
user/memif
device device device device interface
JS Lab
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< NFVI Software: Dataplane Acceleration: DPDK

= NUMA (Non-Uniform Memory Access) pinning or aware

Interconnect Processor Processor
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1

1

T
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access
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€T, MET, €T WET,
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Pages
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http://openstack-in-production.blogspot.com/2015/08/numa-and-cpu-pinning-in-high-throughput.html
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< NFVI Software: Dataplane Acceleration: ODP (OpenDataPlane)

Non-ODP Linux
Linux App || Control App

2 opp Implementation ODP Helper

Linux

il Vendor Specific Hardware
or Software Functionality

H/W Platform (SoC, FPGA or Server)

JS Lab

https://www.opendataplane.org/
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< NFVI Hardware

» OPNFV tests its software against industry standard Intel® and ARM®
servers.

* Most of these servers are proprietary, though one notable open source
hardware project is the Open Compute Project (OCP).

Release Compassdnfv code
Engineering =
(Releng)

JIB scripts

Jenkins master

Ev:}

Jobs

Jenkins slave

Jump host
OPNFV community

JS Lab
http://www.opencompute.org/
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% Virtualized Infrastructure Manager (VIM)

» Virtualizing hardware resources is the first step, but the infrastructure
then needs to be “cloudified” to provide elastic, on-demand, API-driven,
self-service infrastructure.

* The VIM is responsible for creating and managing infrastructure
resources, such as virtual compute and virtual storage.

The VIM can work with an SDN controller (more details will be provided
later, in the SDN Controller section) to create virtual networks. (Strictly
speaking, SDN controllers are part of the VIM, but we are breaking them
out for the sake of clarity.)

james@jslab.kr
L

» OPNFV utilizes OpenStack more so than any other VIM, though
Kubernetes is an emerging alternative.

JS Lab

http://www.opencompute.org/
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< VIM: OpenStack

= OpenStack is an open source software for creating private and public
clouds.

» OpenStack software controls large pools of compute, storage, and
networking resources throughout a datacenter, managed through a
dashboard or via the OpenStack API.

This is one of the largest open source projects, and the Pike release had
1,825 contributors. In a recent Heavy Reading survey, 86% of global
telecoms stated that OpenStack is either important or essential to their
success, and over 60% are also using or testing OpenStack for NFV.

james@jslab.kr
L

» Perhaps more interesting, over 21% of those surveyed plan to install
OpenStack as part of OPNFV!

* In terms of compute resources, while OpenStack supports bare-metal
servers, virtual machines, and containers, it is most often used with
virtual machines.

JS Lab

http://www.opencompute.org/
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11— O Hd

< VIM: OpenStack

OPNFV's initial focus is on virtualized infrastructure. Considering the use
of OpenStack as the virtual infrastructure manager, the below figure
depicts the initial focus on OPNFV.

virtualized Infrastructure oOpenstack: virtual Infrastructure Manager

i Virtual Ceilometer Heat Sahara Trove Congress KeyStone
[ Network @ @ - -
‘ ST
Virtualization-Layer [l 2=

3

B
Telemetry Orchestration Data-Process Databases Policy Identity

m ONOS, laas-Advanced Services

S Shared
N % laas-Basic Services Services
XEN. RYU, = 2
Nova Cander Glance Swift Neutron ““"/;“
[ O
o= - o )
o B = @ 0O
Compute Network Compute Block Image Object Networking Dashboard
Infrastructure Storage
JS Lab
https://thenewstack.io/opnfv-operationalizes-network-functions-virtualization/
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< VIM: Kubernetes

Kubernetes is an open source system for automating deployment,
scaling, and managing containerized applications.

It groups containers that make up an application into logical units for
easy management and discovery.

Kubernetes builds upon 15 years of experience of running production

workloads at Google, combined with best-of-breed ideas and practices
from the community.

In July 2015, Google donated Kubernetes to the Cloud Native Computing
Foundation, which is part of The Linux Foundation’

JS Lab
https://kubernetes.io/
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< VIM: Kubernetes

= K8s as VIM @ Container-based NFV Architecture

Container-based NFV Architecture

.
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© H Node Pod Pod Node Pod Pod : :
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% Software-Defined Networking (SDN) Controller

= SDN controllers offer numerous benefits:

v The entire control plane is centralized for ease-of-management; it can still
be distributed for HA and scaling.

v' Policies are centralized, so conflicts are eliminated.

v Rapid deployment of network-related changes through the centralized

control plane is manageable using scripting and other programmatic
means.

Event-based reconfiguration of networking elements is possible.

= OPNFV integrates the following SDN controllers:

v

james@jslab.kr

v' OpenDaylight
v' OpenContrail
v ONOS
v OVN

JS Lab
https://kubernetes.io/
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% SDN Controller: OpenDaylight:

* The OpenDaylight Foundation was founded in 2013, and is a founding
member of The Linux Foundation Networking Fund (LFN).

vy

/) cpendaytghiphr x
SR Rl < o' c1:8181 5 un i e b

i CCEN G Topology

A

Controls

Reload
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https://www.opendaylight.org/
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% NFVI Software: Virtual Network: Tungsten Fabric
= vRouter
* Tungsten Fabric: Multicloud Multistack SDN

Cloud orchestrator can be Contrail controller listens on
any combination of orchestrator event bus for workload-
OpenStack, Kubernetes, related events sends XMPP messages to
OpenShift, ... vRouters to implement security polices
Data Center
User @ #.
Q’ m — tungstenfabric
XMPP
Users access portal
over enterprise =
intranet or Internet Private Cloud Cluster

Virtual networks have VRFs with routes
‘ and ACLs in toi

Pod of network and application policies

containers—

Traffic is carried between vRouters
using encapsulation tunnels
(MPLSoUDP, MPLSoGRE, VXLAN)

JS Lab
https://tungsten.io/
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<+ SDN Controller: ONOS

Fabric Operation

james@jslab.kr

o wm = L2bridged

—————— IPv4 unicast / MPLS SR

JS Lab

https://kubernetes.io/
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% Management and Orchestration (MANO)

»= NFVO: Network service (NS - a network service is built by chaining one or
more VNFs together) lifecycle management, NS onboarding, NS performance
management, NS fault management, VNF forwarding graph (service chaining)
management

» VNFM: VNF lifecycle management, VNF onboarding, VNF performance
management, VNF fault management, VNF image management

james@jslab.kr

= Design: Network service design, closed-loop automation application design,
policy design, analytic application onboarding, and so on

» Service Assurance: Data (events, alarms, logs, metrics) collection, data

movement/storage, analytics applications, policy enforcement, alarm
correlation

JS Lab

https://kubernetes.io/
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< MANO: OpenStack Tacker (ZE|22I2E ZZHE)

Tacker MANO I

NFV Catalog

|5

VNF

NFV

Orchestrator Manager

Virtualization Infrastructure Manager (VIM)

https://docs.openstack.org/tacker/latest/
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+ MANO: ONAP (Open Network Automation Platform)
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% Compass was containerized from Euphrates release
% It will be easy to deploy on any JumpServer. Containerized
Compass uses five compass containers instead of a single VM.
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https://wiki.opnfv.org/pages/viewpage.action?pageld=10295489

JS Lab

james@jslab.kr

2. QA EZ(Upstream) Z2HE F}

< ONAP on Kubernetes with Rancher

K8s
Cluster

A
= 5 Master
At Node

NFS share

https://docs.onap.org/en/casablanca/submodules/oom.git/docs/oom_setup_kubernetes_rancher.html

JS Lab
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% Stord4NFV can be independently used in any NFV cases without
OpenStack or K8s.

! Storanpy s

MANO User User l Admin | w‘/ d;:
_ (UIResticLI
=
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z
g
g
= [ Heat
VIM / OpenSDS
[ Nova } [ Neutron ] [ Cinder | Manila
NFVI dock
[ KVM } [ SDN ] Local Disk
- ) : JS Lab
https://wiki.opnfv.org/display/STOR/Stor4NFV+Architecture
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% Upstream Collaboration for Edge Cloud
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3. 7| 5(Feature) Z2ZHE

< OPNFYV feature projects can roughly be categorized into three:

= FCAPS (fault, configuration, accounting, performance, security)
* Integration of upstream projects

» Deployment and lifecycle management.

james@jslab.kr
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“ FCAPS (fault, configuration, accounting, performance, security)
T - v —

There is no shortage of open source data collection monitoring tools. Barometer takes an NFV-centric approach to this problem by c
apturing statistics and events from the NFVI layer in order to detect faults and enforce service level agreements (SLAs). Barometer p
asses this data on to higher-level fault management systems. The project uses collectd for this purpose, and has an extensive set of

Rarcmetey plugins. These plugins range all the way from IPMI, BIOS, OVS, and DPDK to platform monitoring. Information gathered can be repor
ted to higher-level tools using a variety of interfaces, including standard telco interfaces, such as Simple Network Management Prot
ocol (SNMP).

The Calipso project provides real-time discovery, monitoring and visualization of virtual networks. Virtual networks can become larg
= e and complex. Moreover, the visibility into these networks is limited, and the relationships between physical and virtual network el
|_'% Calipso ements are hard to track. For these reasons, network failures in virtual environments are difficult to troubleshoot. The Calipso proje
é ct discovers, analyzes, monitors and visualizes virtual networks and their relationships to physical networks, thus simplifying trouble
2 shooting, root-cause analysis and corrective actions.

E The goal of OPNFV Doctor is that once an infrastructure failure is detected, it should be mapped to the affected virtual resources, a
nd take failover or any other corrective action in a sub-1 second timeframe. The challenges are numerous:
o Defining what an infrastructure failure is
Doctor o Mapping it to affected virtual resources
o Marking the status of affected resources appropriately
o Generating alarms to a higher-level fault management system.

Doctor is an OPNFV success story as it drove requirements into multiple upstream OpenStack projects, including Nova, Neutron, Cin

der, and Congress.

This project creates APIs and requirements for high availability (HA) in carrier-grade NFV scenarios. The project addresses HA at thr

High Availability ee different layers: hardware HA, virtual infrastructure HA, and service HA. As an example of the project's success, during the Color
(HA) ado release of OPNFV, the HA project identified a number of gaps that were successfully closed in OpenStack's Mitaka release, whil
e some others were deferred to the Newton release.
The Moon project works with the upstream OpenDaylight (ODL) and OpenStack Keystone and Congress projects to improve the mo
Moon nitoring of authentication, authorization and implementation of Policy Enforcement Points (PEPs). The project does so by identifying
gaps in OpenStack and ODL and contributing features to upstream projects around authorization, logging, network enforcement, st
orage enforcement, and so on.
JS Lab
3. 7| S(Feature) ZE2EHE
. o —_— b
o . .
+ Integration Feature Projects
PNDA.io is the scalable, open source big data analytics platform for networks and services. This project integrates the PNDA.io into
Bamboo . X .
OPNFV to enable analytics, closed loop automation, and service assurance.
ContainerdNFV The project integrates Kubernetes into OPNFV and has introduced basic performance tests.
FastDataStacks The project integrates FD.io into OPNFV.

Given that NFV is first and foremost a network-centric workload, the NetReady project performs the important role of understandin
= g the gaps in current OpenStack networking models and APIs, as they pertain to carrier-grade needs. Requirements such as L3 only,
% NetReady WAN connectivity and support for legacy networks for specific NFV use cases mean that the current OpenStack networking architec
® ture needs to be evolved. In addition to OpenStack Neutron, NetReady works with the new OpenStack Gluon (Model-Driven, Extens
é ible Framework for NFV Networking Service) project.

s
= The KVM for NFV project focuses on the real-time KVM hypervisor in the NFVI, and develops requirements and collaborates with th

KVM for NFV e upstream Linux community to achieve this integration. By using real-time KVM, the community has shown a 10x improvementin s

mall packet performance.

Orchestra Orchestra integrates the OpenBaton MANO project into OPNFV.
ONOSFW ONOSFW project integrates the ONOS SDN controller into OPNFV.
Obehcontial This project integrates the OpenContrail SDN controller into OPNFV.
for OPNFV pJ E G :
OVN4NFV OVNA4NFV integrates OVN into OPNFV.
This project develops requirements for OpenStack BGP VPN. SDNVPN enables the integration of Layer 3 networking services with w
SDNVPN 3

ide area networks (WAN).

SFC The SFC project develops requirements, documentation and infrastructure to integrate the upstream ODL SFC implementation proj

ect in OPNFV by using OpenStack Tacker.

JS Lab
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+ Deployment and Lifecycle Management Projects

I S

Domino

Parser

Promise

Centralized orchestration of VNFs and the underlying infrastructure may not always be possible. For example, carrier networks may
span geographies, or operators may undergo mergers and acquisitions, resulting in heterogeneous orchestration tools. These situat
ions require a top-down layer that can take a template describing service models and policies, and partition that template into spec
ific templates for each local orchestration and controller tools. This is the role of the Domino project. Domino converts policies to T
OSCA and distributes the respective templates using a pub/sub system while taking dependencies into account. The scope of the pr
oject includes defining functionality, APIs, test/integration and debugging/tracing.

The VNFM layer and VNF descriptors provide NFVI requirements (such as vCPU, memory, storage, dataplane acceleration, and so o
n) and specify post-deployment records (such as utilization, performance report, and so on) in formats such as TOSCA. But these te
mplates often need to be translated to another format such as a Heat template for the VIM layer to act upon them. This project sol
ves the translation problem through four translator projects:tosca2heat, yang2tosca, policy2tosca, tosca2kube.

There are situations when the MANO layer might want to reserve compute, storage, and network resources for a certain duration o
f time. Before this project, OpenStack had no such mechanism. The OPNFV Promise project solved this gap by helping create the Bl
azar (reservation-as-a-service) project in OpenStack.

JS Lab
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% Doctor Project

» Feature project to build fault management and maintenance framework

App App

Applications

------- VIM User and Administrator

Virtualization Layer
= OpenStack

Virtualized Infrastructure

Virtual Virtualized
Storage Infrastructure
Manager

(VIM)

Hardware Resources \

Doctor Scope

JS Lab
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% Features for Edges

» Different from core, edge cloud, especially edge cloud located in access
and county levels, are highly distributed.

» Space and power are quite limited in edge cloud, leading to constraints
on devices of edge cloud

=
t . . . - - -
® f) Light weight control Remote provisioning
o, U,
% «  Taking consideration of limited space and pawer, there could be a +  Edge cloud is rather distributed, while the operation environment is considerably
£ dozen to less than a hundred nodes in one edge, where it is hash. Remote provisioning is necessary
- unnecessary to deploy Orchestrator and VNFM + Only hardware maintenance in Access and County level edge, with virtual resource
+ VIM and SON should be deployed in a light weight manner, especially operator sitting at the city level edge for overall virtual resource maintenance
in CO with very hash environment( say less than 10 nodes a stack) *  Aunified Orchestrator together with OSS/BSS, EMS, and VNFM are used in
regional level to support averall service orchestration and maintenance
+ Multi region OpenStack could be considered as one of the solution
Resource Heterogeneity @ Hardware/software acceleration
+ With various applications running on edge, heterogeneous resources, *  Low latency, high bandwidth, large computing service requires various
including VM, containers, and bare-metal could co-exist in edge acceleration technology, including DPDK, SR-IOV, GPU, Smart NIC, FPGA and etc.
+ Edge cloud should be capable of managing the heterogeneous resource . ppenstack should fully expose these acceleration capabilities
ol
L = Unified API is necessary to fully decouple the VNF services with acceleration
* MANO workflow should take these different resources into consideration ¥
resources %]
JS Lab
3. 7| S(Feature) ZE2EHE
. o —_— b
3 (o]
o 2 =
o " "
8 Application Layer / App Server
. NFV Telemetry Data Acquisition
Network Data Analytics (VNF Event Stream)
2 )
s . NFV deployment architectures
£ Orchestration (Multi-Site, EdgeNFV)
3 @
a = Fault o ization, Audit | [ Model and Policy Driven Control
o Doctor, Pinpoint, Prediction, : Copper, Movie, Models, Domino,
= 3 VIM Management System ’Bm,emks‘j i) (Promise, Resource Scheduler (RS)) (,,,,gg,,
® S s $
£ Network Policy NFV services (service chaining, VPN, |.) SDN Controller Performance Test
s, Network Control (FastDataStacks, Copper, PolicyTest) (VNFFG, SFC, SDNVPN) (Cperf)
-
— p
. . Hypervisor for NFV
Operating Systems, virt. Infra { (KVMANFV)
g p
K . Dataplane Performance Test Dataplane Evolution & Test
% 10 Abstraction & Feature Path (Vsperf, Fastpath) (DPACC, OVSDPDK, FastDataStacks)
£
Infra control & CI/CD
(Pharos, Releng, Octopus)
-
) Create Scenarios/Stacks Installation, Upgrade Documentation
(IPv6, FastDataStacks, Armband, Apex, || (Apex, Joid, Fuel, Compass, Daisy, (OPNFVdocs)
a Daisy, ONOSFW, OpenContrail,, Joid, Escalator, Genesis)
8 e
o System Testing Storage Performance Test Security
(Yardstick, FuncTest, Qtip) (Storperf) (Moon)
-
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% One of the core pillars of OPNFV is the integration of NFV-related
upstream open source projects to create reference
architectures/integrated stacks.

% OPNFYV integrates hardware and software from the following
categories: NFVI, VIM, SDN controllers, and MANO.

% OPNFYV allows for multiple options in each category, enabling
users to make choices that fit their needs.

JS Lab
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% RelEng Project:

+ Collaboration: JIRA/Confluence https://jira.opnfv.org/secure/Dashboard.jspa
» Source code management and code review:

w,
» Git: https://git.opnfv.org/ i. .‘
« Gerrit: https://gerrit.opnfv.org/gerrit/#/qg/status:open REDMINE

+ GitHub
» Cl/software automation: Jenkins - https://build.opnfv.org/ci/
+ Artifact repository:
» Docker Hub: http://hub.dicker.com/
* Google Cloud Storage: http://artifacts.opnfv.org/
* OPNFV Wiki: https://wiki.opnfv.org/
» Gerrit: Code Reviews: Gerrit https://gerrit.opnfv.org/ gerrit.opnfv.org

JS Lab
-l - —
E St o= Xl
4. S (Integration) ZTE=HE
< OPNFV CI Pipeline:
OPNFV u Developer's local repository
Upstream Artifact Repo Git Local Git
OpenStack, ODL etc. <opnfv_project>/master <opnfv_project>/master
o
bl ) bl
g g5 &
= ET =
o Create patch
Run unit tests
git_commit
Jenkins Gerrit
Review patch Review patch
Reviewers provide: +2, +1,-1,-2 [Ropueell Reviewers provide: +2, +1,-1, -2
Jenkins provides: +1, -1 Jenkins provides: +1, -1
Local Git with patch
cl build, deploy. test <opnfv_project>/master
JS Lab
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< Doctor Cl Pipeline:

Testing Functest Apex/Fuel Doctor

Team

Pharos /
Infra

Releng

team d i
Test Testing Integration Feature Dev.

Cll Cetivel Framework

putting infra Coordination

0. Patch uploaded

6. Report result 4. Trigger Feature Specific Testing Code
Gerrit 1. Trigger

| L !
(rentins ) (Ctestos ) ( Tester ) (Uinstaller ) | Testcase |
- 4 5. Run test
( Artifact ) ZAOPNFVDePloy(Not(riggg[e_d_ggw) _ 1

3. Launch Functest container We are now using pre-
deployed OPNFV PoD

7. Store Logs

JS Lab
4. S (Integration) ZTEMHE
% Decoding OPNFV Scenarios
VIM-SDN CONTROLLER-FEATURE-MODE-OPTION, INSTALLER
0s, k8s nofeature, kvm, other options
ovs etc.
nosdn, odl, onos, noha, ha apex, compass,
ocl, ovn daisy, fuel, joid
JS Lab
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<+ OPNFV Installers

Apex Uses OpenStack Triple-O to deploy OpenStack-on-OpenStack.

It is a purpose-built OpenStack installer by Huawei that uses GUI/API/CLI with wiza
Compass s . .
rds to assist in the installation process.

Dais It uses containerized OpenStack through the Kolla project to ease day-2 lifecycle m
Y anagement tasks.

Fuel It is based on Mirantis Cloud Platform (MCP) that uses SaltStack, Maa$S and Reclass.

JOID It is based on Canonical Maa$S and Juju.

/ .’/ N\ / . .-. Y i N
@) reanat

“rCompass st i “ JLﬁj

FUEL

Apex Compass Daisy Fuel JOID
(RedHat) )\ (Huawei) J\ (ZTE) L (Mirantis)

44

openstack

(Canonical) )

JS Lab
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% OPNFYV Installers: Related Projects

IPv6 Deploys IPv6; also, identifies and fills gaps in upstream projects wrt. IPv6.

ARMBand Runs OPNFV and the entire Cl pipeline on ARM.

LR EES Deploys FD.io scenarios
(FDS) AR :

JS Lab
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% XCl(Cross Community) for OPNFV Problem Statement
= Late integration: 7|5 280 =71 E O|& AQ

= Slow feedback: 7| & &2 2Ql0f| =7i& ZQ

=

J

james@jslab.kr

feedback

Zore ) e

N o
new features >
" |-| T

patch

5

https://opnfv-releng-xci.readthedocs.io/en/latest/xci-overview.html#focus-areas

] =
= Lack of visibility: X} #EHE 270 HX| KEZ
* OPNFV
= Too fragmented: Z2 AZ W2 YWHOZ AT
o a
%
£ OPNFVQ "
- a uality Over Time When &
Rolease // C\ how good?
lea:
\ Release
N
(functest & avi fi & (only functest
but limited time to test and even less lime 1o test)
FRRIE *: OPNFV
JS Lab
4. S (Integration) ZTEMHE
% XCl(Cross Community) Sandbox
] =
XCl AR
Sandbox ¥ O

JS Lab
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% XCl(Cross Community) repository

& &
= I [ periodic A\
openstack. | verify patchset J | tip of master
g CoE ) periodic
| verify patchset '—’l tip of master |

- (o 1 [ periodic
SONAP verify patchset —wl tip of master

JS Lab

4. S (Integration) TEME

% XCI(Cross Community) 714 (2 Z E||0])

-
/)

)
J
SDN / Networking opwompign || owos | J“J J
)
J

Cloud Execution OpenStack J J
J

JS Lab
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% XCl(Cross Community) T+’ (SH=90)

Flavor Number of VM Specs Time Estimates Time Estimates
VM Nodes Per Node Openstack Kubernetes
> SVl Ntz ° WAl E * Provisioning: 12 mins * Provisioning: 12 mins
- « 1 deployment node + RAM: 12GB g.. . g.. .
Mini . » Deployment: 65 mins « Deployment: 35 mins
» 1 controller node « Disk: 80GB ) )
« Total: 77 mins « Total: 47 mins
* 1 compute node * NICs: 1
> GV Nt ° WAl E * Provisioning: 12 mins * Provisioning: 12 mins
« 1 deployment node + RAM: 12GB g.. . g.. .
No HA L. + Deployment: 70 mins » Deployment: 35 mins
» 1 controller node « Disk: 80GB ) )
X « Total: 82 mins « Total: 47 mins
* 2 compute nodes * NICs: 1
o @] Nasts o WO @ » Provisioning: 15 mins » Provisioning: 15 mins
* 1 deployment node « RAM: 12GB g‘. X g‘. .
HA v » Deployment: 105 mins » Deployment: 40 mins
+ 3 controller nodes « Disk: 80GB N " N .
X » Total: 120 mins + Total: 55 mins
* 2 compute nodes * NICs: 1

JS Lab
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% Cross-community Collaboration

C-RAN: A new project relating to performance measurement for Cloud Radio Access
Network (C-RAN) VNF was added in Hunter release.

Rocket: A new project, Rocket aims at improving virtual Evolved Packet Core (vEPC)
VNF performance through hardware acceleration.

Other Enhancements: The Hunter release includes container-based undercloud
services in the Apex installer and improvements in IPv6 support and service function
chaining (SFC). In the journey towards cloud native, the ContainerdNFV project added
support for Kata Containers and container security for the edge. The root cause
analysis project, Doctor has been working on non-disruptive infrastructure upgrades
and faster alarm generation (27x faster than that of Nova reset server state API). The
Doctor team works closely with the OpenStack Felix project. Finally, the Barometer
project improved user experience with updates to one-click installer and continues to
provide valuable NFVI telemetry to projects such as ONAP.

'§58 d. 4G/5G' ¥

JS Lab

https://opnfv-releng-xci.readthedocs.io/en/latest/xci-user-guide.html#how-to-use
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% Auto: ONAP-Automated OPNFV
% repository: auto

cl/co

. Test tools 5 OPNFV

https://wiki.opnfv.org/pages/viewpage.action?pageld=12387216 £ 2 HE : Joe Kidder - 38 14, 201 Js Lab
- ° —
E ot | e — s ||
4. S (Integration) E=2H E
% Auto: O7| =X
.
% OPNFV upstream projects
—  *:0PNFV
Integration New Features
-
Composition
s
Project
OVN Collaboration
— Data Plane S
[ oo |
BT
JS Lab
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L X4

% Auto: =%t
« DR with ONAP and Multi Cloud

@ ONA

Management at design and run time & Control

DCAE  mm : o Confroller mma Mt
"— Policy SR VIM/Cloud

L X4

—

Core cloud Enterprise Cloud

Public Cloud
JS Lab
- ° —
4. E%(Integration) TE2HE
o A . 7|h f
% Auto: /| S (feature)
= quantitative test cases
= multiple scenarios
Com?ute Storage Network Compute Storage Network Compute Storage Network
(containers) (VMs) (VMs)
Kubernetes other cloud technologies
OpenStack
Docker (AWS, GCP, Azure, ...)
Linux (Ubuntu, CentQS, ...)
ARM (AArch64) or x8664 (AMD64)
JS Lab
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« Container based VNFs

%
g
:
] 1
JS Lab
| - —
4. S (Integration) TEME
% Communities for Edge cloud project
< OPNFV2| Of[X] B2t EE flst ZlHTL EHE 2A Z2HE
L]
Orchestrator L.‘ DN AP ’
[ " ETSI7Z
c} H i N )l
-é : n Openstack : World Class Standards UNE .
£ . | MEC-App N VN
.3 1 I
i OpenStack | AKRAIND
| —— MEP EDGE STACK Container Container
i | VM —
E . = i Container | | VM | vM
1 1
1 1
| SDNController ! | Hypervisor | | kubernetes
| Y
1 ]
i ! Acceleration n openstack- cybor
1 C — -
:“-l-:-!:_-\:-—i ----- : ‘ Hardware %5 b Fv
JS Lab
https://wiki.opnfv.org/display/PROJ/Edge+cloud
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“ Edge cloud project

- OPNFVQ| OX| 22tQCE 9I3t HHUA BNE 47 Z2NE
= repository 0| &: edgecloud
= Carrier-scale edge cloud has the following features:
v Limited physical DC environment: limited space and power resource
v' Remote & scattered location: closer to the users, unattended O&M
v Large amount: tens of thousands of edge cloud sites scattered all over the
country, while the number of core sites are less than a hundred
v' Small scale: less than 10 in AP possible
v’ Special traffic-forwarding/processing services require acceleration: low-delay,
high-bandwidth services such as MEC, CDN, 5G-UPF
v Resource heterogeneity: various infrastructures including VM, container and

bare metal

JS Lab
https://wiki.opnfv.org/display/PROJ/Edge+cloud

james@jslab.kr

4. S (Integration) T2 HE

% Edge cloud project

» Distributed edge clouds bear various applications, resulting in a
quite heterogeneous architecture

» Edge Cloud Architecture

EDGE CLOUD

Controller VM HA Container HA Storage HA VM/Container - =T
3 G || o = [ wa
3|zd 5| | : = C—
HoE s _ ==
SRR Container et |
[ » o | e
= ] | M VM VM Container — L

[ Hypervisor ] Distributed Storage “
Stoageserve] [ o5imad | e

SR-IOV_ DPDK [ SmartNIE |

/B - OPNFV

Network Equipment

JS Lab
https://wiki.opnfv.org/display/PROJ/Edge+cloud
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< Edge cloud: Objectives

* Requirements analysis.
v Analyze and conclude the requirements of multiple edge services (MEC, CRAN,
vCPE, vOLT, vCDN, etc.)
v Translate edge-service requirements into deployment requirements including
NFV/SDN component requirements (NFVO, VNFM, VIM, Hypervisor, VSW, HW, etc.)
v Guide evolution of Pharos specification suitable for edge cloud scenarios.

= Scenario design
v Define and release a limited number of scenarios for edge cloud taking
consideration of the analyzed requirements

= Upstream collaboration
v Collaborate with OpenStack, ONAP Akraino, ODL and other related community for
requirements analysis and scenario design
v Output detailed requirements for components to relevant project/s.

= Testing strategy
v Define and develop test strategy and test cases for edge specific testing (e.g. low
latency requirement of the stack in edge, performance in specific edge scenarios,
and etc.)
v’ Tests developed may also be used by Dovetail if OVP is extended to include edge
platforms.

JS Lab
https://wiki.opnfv.org/display/PROJ/Edge+cloud
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% Edge cloud: Related OPNFV projects
% a new edge-focused project to combine them and cover those
uncovered requirements for edge.

Orchestrator I
’ it ~ [ [
([ ™mEc-Aapp ] [ VNF ] [ Container-VNF ]

! i

1 1

1 1

: i

- Openstack

| R | ‘ MEP Container Container
i ! R —— VM C—
; ! Container VM VM

> ! Container4NFV: K8S + OpenStack

1

| SDN Controller i Hypervisor

1

! i

1 1

1 1

1 1

1 1

‘ Hardware Acceleration

______________

JS Lab

https://wiki.opnfv.org/display/PROJ/Edge+cloud
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% Edge cloud: Upstream Collaboration

< Pensrz‘:k m
~ L3
T Close cbllaboration /

Close"ﬁa.l_h!\:oralion HybridyIM with edge /
with ECWG Containerizijon autematlon project Lishyveish: SDN
S \
~ \
Accelération
Hybrid VINP~_
Light Weight  ™_

/

through close collaboration with

Requirement will go to upstream
upstream related WG/projects

\ rd /arg‘e requisetfients
/ -
™ i >

m m/
."/‘
Telco Edge Reference o
platform o
/ -

~

=

Conti i ion of to
deliver typical scenarios for edge

[ OPNFV Edge Cloud Project

I

Integration Testing
v

| Edge Reference Platform

JS Lab
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% Edge cloud: Projects Cooperation

m ContainerdNFV
\

ONAP+K8S Dpenstack Edge *N"”d iM

ONAP + RemoteVIM

Uncovered requirements:
SDN, light weight —
management component —

e

P

>

Service géquirements

of cgfitainerization A‘,‘,ementawn
edge service: e.g.

/ hardware acceleration

Edge Cloud Project

Test
Functest/Yardstick *"]:;ses

I Edge hardware spec m

2 Testi
Integration esting

together with XCl
and other
installers

Edge Reference Platform

*:0PNFV

JS Lab
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% Edge cloud: Related OPNFV projects

= DPACC: Cooperate with DPACC project in edge cloud use cases. Integrate the
acceleration architecture deigned DPACC into edge scenarios. Test the specific
scenarios to see if the DPACC acceleration architecture can meet the edge cloud
requirement

= Clover: Cooperate with Clover project on edge VNF containerization. It can be
foreseen future edge will include app deployed as containers. It is necessary to work
with clover project to work out the detailed requirements and architecture for
containerized app deployed in edge.

james@jslab.kr

= Container4dNFV: Collaborate with the containerdNFV project on edge scenarios.
Making sure the edge cloud will coordinate with both K8S and Openstack.

= Auto: Collaborate on the edge scenarios. Integrated with ONAP to realize the edge
cloud orchestration. Work out the orchestration schema of ONAP with both VM and
container in scope

JS Lab

https://wiki.opnfv.org/display/PROJ/Edge+cloud
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% Edge cloud: Dependencies

Related OPNFV projects

v" DPACC

v' Clover
; v' Container4dNFV
% v Auto
E

= OpenStack: Cooperate with OpenStack community especially the edge computing
WG to verify and explore more on remote management like multi-region, cell and so
on. Cooperate with Cyborg project to help the acceleration in edge cloud.

= ONAP: Cooperate with ONAP to realize the orchestration of edge scenarios
and global orchestration.

= Akraino: Cooperate with Akraino with edge cloud reference platform. Output
platform design and integrated scenarios to Akraino and reduce vendor-lock in for
edge cloud.

JS Lab
https://wiki.opnfv.org/display/PROJ/Edge+cloud
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1. 72
2. YAEZ(Upstream) Z2HE E%t
5 3. 7|5(Feature) Z2HE
¢ 4. Sg(Integration) TR E
5. HIAE(Testing) ZEHE
6. Attdl(Use Cases)
7. F0{(Getting Involved)
JS Lab
5. H|A& (Testing) Z2HE
% Testing Projects: Functest, Yardstick, Bottlenecks, NFVBench, QTIP, Storperf,
VSPERF, Dovetail
% J —
H | et
S v, ——
e 4”3 L T+ T Smoke Test
Compliance Functional Testing Performance Testing Health Check
Dev Res: Cl Integration Resources Cl Test Resources
JS Lab
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% Testing Project Objectives

Primary NFVI/VIM/SDN Controller
Secondary VNFs
3
5  Functional
Primary » Performance
» Compliance
» Stress
d » Longevity
Secondary o Sesle
» Security
JS Lab
5. H|A& (Testing) Z2HE
+ Testing Project: Functest
» Functest used for functional testing, includes support for OpenStack Rocky and
K8s v1.13.5, parallelization of multiple test case execution resulting in faster runs,
and the ability to execute Functest on constrained platforms, e.g. Raspberry PI.
(@Hunter)
v Functest deals with the functional testing of the VIM and NFVI. It leverages several upstream test
suites (OpenStack, ODL, ONOS, etc.) and can be extended by feature projects to add their tests as
Z well. The project is used for scenario validation.
%
£

JS Lab
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% Testing Project: Yardstick

Yardstick, used for performance testing, includes additional support for k8s
testing, easy-to-use reports, and expanded support for test tools, e.g. TRex,
PktGen, and IxNextGen. Yardstick also includes expanded test cases that improve

the testing of L3FWD for OVS-DPDK, SRIOV, vBNG PPPoE, numerous functions of
VPP IPSec, and others. (@Hunter)

The goal of the Yardstick project is to verify infrastructure compliance when running VNF

= applications with a focus on performance. NFV use cases described in ETSI GS NFV 001 show a
£ large variety of applications, each defining specific requirements and complex configuration on the
& underlying infrastructure and test tools. The Yardstick concept decomposes typical VNF workload
g performance metrics into a number of characteristics/performance vectors, and each of them can
= be represented by distinct test cases.
‘ =
JS Lab
5. |28 (Testing) Z2HE
% Testing Project: Yardstick
* Umbrella project for performance testing
» Yardstick in Testing Community
% Functest
£

Yardstick

Test Results
| vsPERF || cCpert || Storpert |

Bottlenecks

Federated Test Infrastructure (Pharos)

Cl Labs Community Labs

JS Lab
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% Testing Project: Bottlenecks

Bottlenecks, used for stress and longevity testing, has added Al-based historical
test results analysis to predict failures in subsequent test runs. Bottlenecks
enhancements also include monitoring while testing is in progress. (@Hunter)

The Bottlenecks project aims to find system bottlenecks by testing and verifying OPNFV
infrastructure in a staging environment before committing it to a production environment. Instead
of debugging a deployment in a production environment, an automatic method for executing
benchmarks is adopted that validates the deployment during staging. This project has more
recently been expanded to include stress testing. The stress testing aspect now includes additional
tests, such as VNF scale-up/scale-out and lifecycle management event throughput measurements.

These tests also include additional monitoring via Prometheus, collectd and Node,js, and
visualization through Grafana.

Srrote teut

Heaith Chock

JS Lab
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% Testing Project: NFVBench
= NFVBench, used for NFVI data plane performance testing, includes support for
VXLAN-based OpenStack deployments, upgrade to TRex v2.56, along with bug
fixes. Starting with this release, NFVBench can run with non-admin credentials as
well. (@Hunter)

The NFVBench project is a compact, self-contained dataplane performance measurement tool for
OpenStack-based NFVI platforms. It is agnostic of the NFVI distribution, Neutron networking
implementation, and hardware. It runs on any Linux server with a DPDK-compliant NIC connected
to the NFVI platform, and bundles a highly efficient software traffic generator. It provides a fully
automated measurement of most common packet paths at any level of scale and load using RFC-
2544. It is easy to use, as it takes care of most of the guesswork generally associated to dataplane
benchmarking, and it can run in any lab or production environments.

o et

e eheck

JS Lab
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% Testing Project: QTIP

As the project for “Platform Performance Benchmarking” in OPNFV, QTIP aims to
provide users a simple indicator for performance, supported by comprehensive
testing data and a transparent calculation formula. The current focus is on
compute and storage benchmarking of the NFVI layer.

JS Lab
https://wiki.opnfv.org/display/qtip/Platform+Performance+Benchmarkin

james@jslab.kr
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% Testing Project: Storperf

The purpose of the Storperf project is to provide a tool to measure block and
object storage performance in an NFVI. When complemented with a
characterization of typical VF storage performance requirements, it can provide
pass/fail thresholds for testing, staging, and production NFVI environments.

o et

e eheck

https://wiki.opnfv.org/display/storperf/Storperf

JS Lab
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% Testing Project: VSPerf

VSPerf, used for virtual switch performance characterization, incorporated new test
cases and test tools to support causation analysis, and visibility into live metrics
during test runs. The release also supports analysis automation and expanded test
collection metrics including OVS DPDK core mapping and interrupt latencies and
logging during test runs. (@Hunter)

VSPERF provides an automated test framework and comprehensive test suite based on Industry Test Specifications
for measuring NFVI dataplane performance. The datapath includes switching technologies with physical and virtual
network interfaces. The VSPERF architecture is switch and traffic generator-agnostic and test cases can be easily
customized. Software versions and configurations, including the vSwitch (OVS or FD.io VPP), as well as the network
topology, are controlled by VSPERF (independent of the VIM). VSPERF is used as a development tool for optimizing

switching technologies, qualification of packet processing components and for pre-deployment evaluation of the
NFV platform datapath.

JS Lab
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% Testing Project: Dovetail

As CSPs start using commercial NFVI/VIM offerings in production, it is important
for them to ascertain whether these products meet the baseline OPNFV
functionality. The Dovetail project intends to define and provide a set of OPNFV-
related validation criteria/tests that will provide input for the OPNFV Verification
Program. The project intends to incrementally define qualification criteria that
establish the foundations of how one is able to measure the ability to utilize the

OPNFV platform, how the platform itself should behave, and how applications may
be deployed on the platform.

JS Lab
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% Testing Working Group Resources

» Since the different test projects have very similar needs, there is a
common set of resources for them to tap into. The common testing
working group resources consist of:

v Common APIs
v Common database (tests, results, etc.)
v Common dashboards.

james@jslab.kr

* The database is used to store items such as:

Pods: the list of pods used for production Cl
Projects: the list of projects providing test cases
Test cases: the test cases related to a given project
Results: the results of the test cases

Scenarios: the OPNFV scenarios tested in Cl..

AN N NN

JS Lab
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% Test Results: Results for various OPNFV test projects are available
on an easy-to-use dashboard.

= Review the OPNFV test results dashboard and answer the following
questions:

v For the master branch, did the Storperf test project run against any scenario in
the last 10 days? If yes, how many scenarios did it run against? (Hint: Click on
each installer link individually to see all scenarios).

v’ For the master branch, did Functest run against the os-odl-sfc-ha scenario in
the last 10 days? (Hint: Check the status page).

v Find a scenario in which Functest was run against the master branch in the last
10 days. Click on the test and view the console output. Can you identify how
many test cases passed, how many failed, and how many were skipped?

james@jslab.kr

JS Lab
http:/testresults.opnfv.org/reporting/
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% OPNFV Plugfests

* OPNFV conducts plugfests after each release. Vendors and community
members get together and collaborate on interoperability testing and
different test projects. The plugfest serves two purposes:

v' First, it accelerates projects significantly by having a burst of intense activity with
the ability to work on issues and solve problems with other contributors face-
to-face rather than remotely.

v Second, vendors with proprietary products that cannot be included in the
OPNFV CI pipeline can test their wares across different scenarios and test cases.

james@jslab.kr

* These plugfests are held concurrently with hackfests.

JS Lab

http://testresults.opnfv.org/reporting/
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% Apex-Based Basic Install

» 3-node OPNFYV install using Intel NUC i7 nodes

= 16GB RAM, 250MB SSD, and 1 TB HDD

= The install uses one NUC for the Jumphost, and one each for the
controller (OpenStack + ODL) and the compute nodes.

james@jslab.kr

JS Lab

https://wiki.opnfv.org/display/copper/DevStack+in+a+VM+Notes
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% Hardware Requirements for virtual Deploys: The following minimum
hardware requirements must be met for the virtual installation of Gambia

using Fuel

* 1 Jumpserver: A physical node (also called Foundation Node) that will host
a Salt Master container and each of the VM nodes in the virtual deploy

:_:5 *= CPU: Minimum 1 socket with Virtualization support
©
g = RAM: Minimum 32GB/server (Depending on VNF work load)
= Disk:Minimum 100GB (SSD or 15krpm SCSI highly recommended)
- ] - — —— - — JS Lab
https://opnfv-fuel.readthedocs.io/en/stable-gambia/release/installation/installation.instruction. html#opnfv-software-prerequisites
5. H|A& (Testing) Z2HE
< Hardware Requirements for baremetal Deploys: The following
minimum hardware requirements must be met for the baremetal installation
of Gambia using Fuel
= 1 Jumpserver: A physical node (also called Foundation Node) that
hosts the Salt Master container and MaaS VM
= # of nodes: Minimum 5
H v" 3 KVM servers which will run all the controller services
% v' 2 Compute nodes
E = CPU: Minimum 1 socket with Virtualization support
= RAM: Minimum 16GB/server (Depending on VNF work load)
= Disk: Minimum 256GB 10kRPM spinning disks

= Networks: Mininum 4
v" 3 VLANSs (public, mgmt, private) - can be a mix of tagged/native
v" 1 Un-Tagged VLAN for PXE Boot - PXE/admin Network

= Power mgmt.: All targets need to have power management tools that allow

rebooting the hardware (e.g. IPMI)

https://opnfv-fuel.readthedocs.io/en/stable-gambia/rel i ion/installation.instruction.html#opnfv-software-prerequisites

JS Lab
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% Hardware Requirements for hybrid (baremetal + virtual) Deploys:

The following minimum hardware requirements must be met for the hybrid
installation of Gambia using Fuel

= 1 Jumpserver: A physical node (also called Foundation Node) that
hosts the Salt Master container, MaaS VM and each of the virtual nodes
defined in PDF

£ = # of nodes: Minimum 5
% v If the control plane is virtualized, minimum baremetal requirements are:
g » 2 Compute nodes
S v If the computes are virtualized, minimum baremetal requirements are:
» 3 KVM servers which will run all the controller services
= CPU: Minimum 1 socket with Virtualization support
= RAM: Minimum 16GB/server (Depending on VNF work load)
= Disk:Minimum 256GB 10kRPM spinning disks
= Networks: Same as for baremetal deployments
* Power mgmt.: Same as for baremetal deployments
- ] - — —— - — JS Lab
https://opnfv-fuel.readthedocs.io/en/stable-gambia/release/installation/installation.instruction. html#opnfv-software-prerequisites
5. H|A& (Testing) Z2HE
< OPNFYV Fuel Virtual noHA POD Network Layout Examples
Top of n‘m (TOR) Switch
Jumpserver host 1 (no bridges, only virtual networks) P CRTRGD
— E
I l | [ 192.168.11.1
£ | | | |
L -
S 5 6350 6550 666 bbb R W

empot emp02 grwo1 oa01

Jumpserver host 2 fonly public network bridged)

Linax bridges /iPs

MCPCONTROL
102001

PXE/ADMIN
192.168.11.1
INTERNAL

MGMT

[T
6564 6480 8564 656

172.16.401
virsh networks / IPs

JS Lab
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% OPNFV Fuel Baremetal noHA POD Network Layout Example
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% OPNFV Fuel Hybrid noHA POD Network Layout Examples

0 _ PUBLIC
~ PRIVATE
<public gateway> %Em—

PXE/ADMIN

0 fopofRack (TOR) switch G

MCPCONTROL
10.20.0.1

virsh networks / IPs

Jumpserver host

<public bridge> |

“<public IP>

<internal bridge an
[ l <internal IP>
<mgmt bridge>
| 7216404
| <PXE bridge> m o
- A A A 1
o o E o 5 OO0 | erwena

james@jslab.kr

Linux bridges / IPs |
cfg01 (Saiy mas0T ctor gtwot achor
O empoot P
O~
o o o o o o
Tenant VM Tenant VM Tenant VM Tenani VM Tenant VM Tenant VM 0—
O €mpooz ©
o
o o o o o o
Tenant VM Tenant VM Tenanl VM Tenan! VM Tenant VM Tenant VM o_'
- — — — - — JS Lab
https://opnfv-fuel.readthedocs.io/en/stable-gambi on/installation.instruction. htmi#opnfv-software-prerequisites

5. A& (Testing) ZEHME

< Pharos Project:
= OPNFV Pharos Lab-as-a-Service
= OPNFV XCI Sandbox

* Edge Pharos Effort: With edge computing around the corner, the original
Pharos footprint is proving to be a bit too heavy. To address this, the Edge

Cloud project is working on a reduced Pharos specification specifically for
edge environments.

james@jslab.kr

JS Lab
https://wiki.opnfv.org/display/pharos/Pharos+Specification
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% Pharos Project:
» Community Labs: Active (May 2019)

Organization Location POD vPOD Note
Linux Foundation ~ Portland, Oregon  If-pod1, If-pod2, If-pod3, If-pod4, If-pod5 If-virtual1, If-virtual2, If-virtual3
China Mobile Beijing, China cm-pod1 1 Full Bare Metal Pod
CI POD operational, second POD for te
Enea Kista, Sweden st/development work available upon req
uest

ericsson-virtual1 ericsson-virtual2 ericsson
Ericsson Rosersberg, Sweden ericsson-pod1, ericsson-pod2 -virtual3ericsson-virtual4 ericsson-virtual5

ericsst uild3, ericsson-build4
Huawei Lang Fang, China  huawei-pod7,huawei-pod12 huawei-virtual5 Huawei Hosting
Huawei Munich, Germany  huawei-pod5,huawei-pod22 Huawei Hosting
. . . huawei-pod1,hi i-pod2,h i-pod h i-virtual1,hi i-virtual2, ht i-virt " "
3 H o g

Huawei Shang Hai, China 3 huawei-podd ual3, huawei-virtual4 Huawei Hostin

Intel Portland, Oregon  Intel Hosting intel-virtual7, intel-virtual8, intel-virtual9
Orange Lannion, France
Orange Paris, France
CENGN Ottawa, Canada  cengn-pod1, cengn-pod2 JOID, EDS, Internship Program

. zte-pod1, zte-pod2, zte-pod3, zte-pod4 zte-virtual1, zte-virtual2, zte-virtual3, zte-vir Used for Cl

ZTE Shang hai, China , zte-pod8 tual4 (performance related)

Nokia Espoo, Finland nokia-pod1 Doctor and Functest testing

ooL Okinawa, Japan ool-virtual1, ool-virtual2, ool-virtual3 Used for Doctor CI

" Using the lastet Danbue3.0

BIl Beijing, China Bll-pod1 Bl Hostin

Flex Milpitas, California _flex-pod1, flex-pod2 ;J:‘e:n{"”\pe’(' Yarstick and Fuel deplo

ITRI Hsinchu, Taiwan | itri-pod Ienduslria\ Technology Research Institut
CAICT Beijing, China caict-pod1 Used for Fuel deployment

JS Lab
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< Pharos Project:

TESTS TESTS
sw SW
HW HW

L—us—! — asia —! — EuROPE —

. | 7 =
| RECON'ACTS | RESORTNG INVENTORY | VERSIONING

TesTBED 1 TEST RESULT 1
ri“liﬂ 2 'I'HI' RESULT 2 Nemfk
TESTBEO N Equipment

https://www.opnfv.org/community/projects/pharos
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5. A& (Testing) ZEHME

< Pharos Project:

* One CentOS/Ubuntu jump server on which the virtualized Openstack/OPNFV

installer runs. For an ARM POD, the jump server should also be an ARM server
= 3 controller nodes

= 2 compute nodes

* A configured network topology allowing for LOM, Admin, Public, Private, and
Storage Networks

g = Remote access as defined by the Jenkins slave conflguratlon gwde
-3
K ) . g .
z
8
E
=
https://wiki.opnfv.org/display/pharos/Pharos+Specification J$ Lab
A El H T2NE
5. H|A& (Testing) Z2HE
< Pharos Project:
0&M subnet
k| Jump Hardware acceleration
é‘; Server capable compute nodes
é OpenStack
=,
Internet
oDL 4
Test Tools J fully compliant with the OPNFV
Pharos specification.
Traffic subnet
https://wiki.opnfv.org/display/pharos/Pharos+Specification I8 Lab
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< Pharos Project:

Remote Access Box

— S AN—

%, . Project Switch
%’ Project Firewall
E. Kontron Symkloud Chassis
Switch Hub 1 ‘:/’ Switch Hub 2 f‘/’
I_DC]DQ LE!DDQ
—
‘ ’ ‘ [ [ ] |
[ ] [ 1 [ 1 11
Server 1 Server 2 Server 3 Server 4 Server 5 Server 6
JS Lab
5. HHA&(Testing) Z2HE
< Pharos Project:
= [Intel PHAROS POD-14
v’ https://wiki.opnfv.org/display/pharos/Intel+ POD14
= [ntel PHAROS POD-20
z v’ https://wiki.opnfv.org/display/pharos/Intel+ POD20
% = PHAROS VPN Access:
E v’ https://wiki.opnfv.org/display/INF/Infra+Lab+Support
Intel POD 20 is for Akraino Testing during Q2-Q3 2018
JS Lab
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% Pharos Project:
= Intel POD20

= Intel POD 20 is for Akraino Testing during Q2-Q3 2018

Host Name cPU Memory  Storage 1PMI

IFO: 10.10.200.10

2x Intel(R) Xeon(R IR BF01:0005:D1
POd20-jump ) Gold 6138 CPU | 64GB  480GB (SSD) ()6 01
NIA

@2.00GHz

IFO: 10.10.200.11
64GB 480G (SSD) e oro0001S

hitp://10.10.200.21

pod20-node1 2xE5-2699

IFO: 10.10.200.12
A4:BF:01:00:09:.78
UIP: rootiroot

pod20-node2 2x Intel(R) Xeon(R hitp://10.10.200.22

) Gold 6138 CPU | 64GB  480GB (SSD)
2.00GHz

Uses node 3 (controller-1) 00:09:7A, VLAN 200 (DMZ north-south data)

Node 4 (compute-0)
node 5 (compute-1)

2x Intel(R) Xeon(R
pod20-node3 ) Gold 6138 CPU | 64GB | 480GB (SSD)
@2.00GHz

IFO: 10.10.200.13
:01:00:02:48

AdB
UIP: root/root
hitp://10.10.200.

IFO: 10.10.200.14
:01:00:03:56

Pod20-noded 2xE5-2699 64GB | 480GB (SSD)

AdB
UIP: root/root
hitp://10.10.200.

IFO: 10.10.200.15
:01:00:08:65

pod20-node’ 2+E5-2699 6468 43008 (SSD) [reFOT00¢

hitp://10.10.200.

1G NIC 10G NIC

IFO: 10.10.200.20 F16, A4:BF:01:00:03:CF, VLAN IF2: PVID 201, 00:1E:67:FD:EE:30, VLAN 201 (Private -
200 (DM2) MGMT, support 9216 MTU) 192.168.204.0/28
IF1: 10.10.200.30-99, A4:BF:01:00:03:D0, VLAN 2 IF3: 00:1E:67:FD:EE:30, VLANs 1000-1099 (east-west d
00 (DMZ north-south data) ata

IFO: 10.10.200.21 A4:BF:01:00:06:13, VLAN 200 ( IF2: PVID 201, 00:1E:67:FD:EF:14, VLAN 201 (Private -
DMZ - OAM) MGMT, support 9216 MTU) 192.168.204.0/28 Edge SX

IF1: 10.10.200.30-99, A4:BF:01:00:06:14, VLAN 20 IF3: 00:1E:67:FD:EF:15, VLANs 1000-1099 (east-west da Controller-0
0 (DMZ north-south data) ta)

IF2 [enp245010 XXV710 25GbE]: PVID 202, 00:1E:67:FD:
F6:88, VLAN 202 (Private - MGMT, support 9216 MTU) 1
92.168.204.16/28

IF3: [enp2450f1 XXV710 25GbE] 00:1E:67:FD:F6:89, VI
ANs 1100-1199 (east-west data)

IFO: 10.10.200.22 [eno1 X722 1G], A4:BF:01:00:09
:79, VLAN 200 (DMZ - OAM)
IF1: 10.10.200.100-176 [eno2 X722 1G], A4:BF:01

Edge DX-0
. Controller-0

IF2 [enp2450f0 XXV710 25GbE]: PVID 202, 00:1E:67:F8:

IFO: 10.10.200.23 [enot X722 1G], A4:BF:01:00:02 7.7 1 AN 207 (Private - MGMT, support 5216 MTU) 1

49, VLAN 200 (DMZ) Edge DX-0
92.168.204.16/28

IF1: 10.10.200.100-176 [eno2 X722 1G], A4:BF:01 Controller-1

Pl 10 IF3 [enp24s011 XXV710 25GbE]: 00:1E:67:F8:57:79, VLA

00:02:4A, VLAN 200 (DMZ north-south data) 402 adt o
IF2: PVID 203, 00:1E:67:FD:F4:8C, VLAN 203 (Private -

IFO: 10.10.200.24 A4:BF:01:00:03:5C, VLAN 200 ( . g

iyl MGMT, support 9216 MTU) 192.168.204.32/28. Edge DX-1

IF1: 10.10.200.200.177-254, A4:BF:01:00:03:5D, V. Controller-0
LAN 200 (DMZ north-south data) l:':) 00:1E:67:FD:F4:8D, VLANs 1200-1299 (east-west d

IF2: PVID 203, 00:1E:67:FE:01:C0, VLAN 203 (Private -
MGMT, support 9216 MTU)192.168.204.32/28 Edge DX-1

IF1: 10.10.200.177-254, Ad:BF:01:00:08:64, VLAN Controller-1
200 (DMZ north-south data) ::)3 00:1E:67:FE:01:C1, VLANs 1200-1299 (east-west da

IFO: 10.10.200.25 FA4:BF:01:00:08:63, VLAN 200
DMZ)

JS Lab
https://wiki.opnfv.org/display/pharos/Intel+POD20
5. |28 (Testing) Z2HE
< Pharos Project:
* Intel POD 20 is for Akraino Testing during Q2-Q3 2018
oM 1. = VUIAN20D - untogzed ::::"_"VL:"::;’-U::".?‘
sl il VAN
me 480  » - . % 11
| |
. |
' :
| pod20-nodeS |
1Ghps. * % 10 Gbps
JS Lab

https://wiki.opnfv.org/display/pharos/Intel+POD20
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% Auto: 7|5 (feature)

= LaaS (Lab as a Service): The Auto project is using LaaS to work on
integration and test of the ONAP/OPNFV integration.

ONAP Managing OpenStack VIM

ONAP
(all but DCAE)

james@jslab.kr
o
°
(]
3
=
-3
a
I3
>
(a)
E

§ helm
a 'E' 3 kubernetes
B8 rancher docker
kvm
Laas Opvxt?aﬁ'z"“k ONAP on K8S
HW
JS Lab
https://wiki.opnfv.org/display/AUTO/Auto+Lab+Deployment

5. A& (Testing) ZEHME

% OPNFYV Verified Program (OVP) currently covers the NFVI/VIM
layers

= The ONAP community sees value in OPNFV test frameworks such as
Dovetail, Functest, and Yardstick.
= OPNFV ClI Pipeline for ONAP

| = Cloud Native Collaboration
2
&= . .
: - Edge Computing Collaboration
£
JS Lab
Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.
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“+ ONAP DDF ACTIVITIES

* Production Deployment

= Real World Experience
» Edge Computing

= Requirements, Architecture, Testing and Planning
SDO/Open Source Harmonization

Orchestration and Lifecycle Management

Control Loop Automation & Network Data Analytics
ONAP Deployment

Security

v NFVI/VIM (NFV Cloud)

AN

james@jslab.kr

v
v
v
v

* Blueprints
v 5G
v' CCVPN
v vCPE
v' Change Management

* Modeling
= Cloud Native

Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.

JS Lab

5. A& (Testing) ZEHME

% OPNFV Plugfest Lab and Hardware Resources

* Nokia, Intel, and Lenovo generously made hardware available to Plugfest
attendees

v" 1 x AirFrame Open Edge hardware chassis

v 5 x AirFrame Open Edge server blades with single socket Intel Xeon SP with 20
cores 256 GB memory, 2 x 25Gb NICs

v 1 x AirFrame OR18 switch Z91000N, 32x 100GbE

* NOKIA also made a POD available remotely from Espoo, Finland
( https://wiki.opnfv.org/display/pharos/Nokia+Hosting ):

james@jslab.kr

v 6 x AirFrame OR18 Nodes (3 control, 2 compute, and one jump host)
v 1 x AirFrame OR18 switch Z91000N, 32x 100GbE
v 1 x AirFrame OR18 switch S30480N, 48x 1GbE

v" 1 x AirFrame OR18 PSU for power shelf

v 1 x OR Rack

JS Lab

Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.
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% OPNFYV Plugfest Lab and Hardware Resources

* Intel POD 14 was made available remotely from Hillsboro, Oregon (
https://wiki.opnfv.org/display/pharos/Intel+ POD14 ):

v« 5 Servers: 2xE5-2699 CPU, 64-128GB RAM, SSD storage, 2 x 10 GbE, 2 x 1 GbE
v' « AGO7-EXT-1 1GbE switch

v' « AGO7-1Z1-1 10GbE switch

v« StarlingX 2018-11 software

* Lenovo made a POD available remotely from Morrisville, North Carolina (
https://wiki.opnfv.org/display/EVNT/Lenovo+Fraser+Plugfest+Page ):

v 6 x AirFrame OR18 Nodes (3 control, 2 compute, and one jump host)
v 1 x AirFrame OR18 switch Z91000N, 32x 100GbE

v" 1 x AirFrame OR18 switch S30480N, 48x 1GbE

v 1 x AirFrame OR18 PSU for power shelf

v 1 x OR Rack

JS Lab

Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.
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5. A& (Testing) ZEHME

< OPNFV Plugfest Lab and Hardware Resources

= Intel POD 14 was made available remotely from Hillsboro, Oregon (
https://wiki.opnfv.org/display/pharos/Intel+ POD14 ):

v« 5 Servers: 2xE5-2699 CPU, 64-128GB RAM, SSD storage, 2 x 10 GbE, 2 x 1 GbE
V'« AGO7-EXT-1 1GbE switch

v+ AGO7-1Z1-1 10GbE switch

v’ « StarlingX 2018-11 software

* Lenovo made a POD available remotely from Morrisville, North Carolina (
https://wiki.opnfv.org/display/EVNT/Lenovo+Fraser+Plugfest+Page ):

v 6 x AirFrame OR18 Nodes (3 control, 2 compute, and one jump host)
v" 1 x AirFrame OR18 switch Z91000N, 32x 100GbE

v" 1 x AirFrame OR18 switch S30480N, 48x 1GbE

v' 1 x AirFrame OR18 PSU for power shelf

v 1 x OR Rack

JS Lab

Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.
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% ONAP support for K8s based Cloud regions

» Kubernetes based Cloud-region support in ONAP to bring up VM and
container based VNFs/workloads
= Kubernetes Reference Deployment (KRD)

ONAP

Multi Cloud Service

// \\ = . N s

a2 - :;;ff - AWS GCP || Azure
Ite i or bo
(With OpenStack VIM) VMs and Containers) EKS GKE AKS
'\\ , : PN J
- = \_ )
JS Lab

https://git.onap.org/multicloud/k8s/tree/vagrant/

5. A& (Testing) ZEHME

% Work items categories

= Uniform API across cloud technologies
= K8s Multi-Cloud Service plugin

= Kubernetes Reference Deployment

=  OVNA4NFVKS8S

Hybrid vFW ONAP use case
Integration with SO, OOF and SDC

/ ONAP \

6
SDC SO OOF Portal/CLI

o AMessa)

VIO Plugin  OpenStack Plugin  Titanium Plugin KesPlugin 2
ey

sink
{ w VM Container
L

site

JS Lab

https://git.onap.org/multicloud/k8s/tree/vagrant/
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% Abstraction of networking tech/features e.g. through

NetReady/Gluon

% Blueprint-based VNF deployment (HOT, TOSCA, YANG)

< Application level configuration and lifecycle thru YANG (for any

= aspects depending upon OPNFV NFVI+VIM components)
é oo i
y - Policy (through DCAE)
% Telemetry (through VES/DCAE)
JS Lab
Results and lessons from the fourth ONAP Developer Design Forum (DDF) and sixth OPNFV Plugfest, January 8-11, 2019.
5. H|A& (Testing) Z2HE
% Testing Documentation
Infrastructure Compliance
*Yardstick User Guide
*Yardstick Docker
Functional Testing *Yardstick Docker aarch64
:43 *Functest: Kubernetes: Healthcheck System Limitation Testing
& *Functest: Kubernetes: Smoke *Bottlenecks Testing Guide
E *Functest: Kubernetes: Features

*Functest User Guide
*Functest: Docker: Arm
*Functest Docker: Components
*Functest Docker: Features
*Functest Docker: Healthcheck
*Functest Docker: Smoke
*Functest: Docker: Parser
*Functest Docker: VNF

*Bottlenecks Docker
Storage Performance Testing

*StorPerf User Guide
Storperf Docker

Network Performance Testing

*VSPERF Configuration and User Guide
*VSPERF Test Guide

https://www.opnfv.org/software/downloads

JS Lab
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YA EZ(Upstream) Z2HE ETt
7|5 (Feature) Z2HE

E %t (Integration) Z2 N E

E| A& (Testing) ZTEME

At2i|(Use Cases)

H0{(Getting Involved)

james@jslab.kr
N o vk~ wDdh=

JS Lab
6. At2dl(Use Cases)
% Functional use cases
+ Virtual Central Office - enterprise
+ Virtual Central Office - residential.
% Operational use cases
% *  VNF Onboarding
g + Commercial NFVI/VIM validation
= + In-house NFV ClI pipeline
* In-house VNF certification platform.
JS Lab
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6. At2dl(Use Cases)

% Virtual Central Office
% The Virtual Central Office stack is presented below:

Service Assurance
(Grafana, OPNFV Barometer, Doctor, proprietary software)

E VCO Residential VNFs VCO Enterprise VNFs
& OpenStack Tacker
g VBNG  DoS Protection, DPl  vRouter VPN G vRouter (VNFM)
NFVI OpenStack open-slack
KM OVS +DPDK Ceph (VIM)
(Virtual compute) (Virtual Network) (Virtual storage)
Open Network 05 0P Servers — OCP Servers — OCP Servers— RS nont
Bare Metal Switches Controllers Compute Storage (SDN controller)
Open source components Proprietary or other open source
JS Lab
6. At2dl(Use Cases)
% Virtual Central Office: Enterprise
% OPNFV VCO Enterprise Network Service
E Trusted Link Untrusted Link SRS
ey ] ] Secure Tunnel 1
© ;-
E VXLANIper site

[

Ep— -

Head Office Virtual Central Office Internet China/Stage
Raleigh NC Raleigh NC - Lenovo
Local Breakout
Point-to-Point Fiber Service Chain per Customer
Ethernet Connection
JS Lab

11/13/2020
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6. At2dl(Use Cases)

« Virtual Central Office: Residential
« OPNFV VCO Residential Network Service

! Inbound FW |

james@jslab.kr

—— VLAN per Sub
(=)

JS Lab

6. At2dl(Use Cases)

« Commercial NFVI/VIM Validation

% Given that OPNFV represents a “tuned” vendor-agnostic
NFVI/VIM stack, it is important for users to determine whether or
not a commercial product (open source or proprietary) meets the
baseline functionality available across various OPNFV scenarios.
For this reason, the community has created an OPNFV Verified
Program (OVP) that vendors can use to verify their products
against in terms of defined interfaces, behaviors and key features,
while still letting the vendors add value. There is a formal process,

and test results have to be submitted to OPNFV to gain an
OPNFV Verified badge.

james@jslab.kr

« For more information, review the OVP website.

JS Lab
https://www.opnfv.org/verified
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6. Al&|(Use Cases)

% In-house NFVI CI Pipeline

+ With different components for the NFV stack coming from different open
source projects and proprietary vendors, the timing of updates and
upgrades is impossible to control. For this reason, CSPs need an NFV C|
pipeline to continuously integrate and test the various components that
make up their stack — very similar to how the OPNFV community
approaches this problem. For this reason, users can adapt an OPNFV ClI
pipeline for in-house use.

JS Lab

https://www.opnfv.org/verified

james@jslab.kr

6. At2dl(Use Cases)

+ In-house VNF Validation Platform

* VNFs are characterized by vendors in their own environment that is often
not representative of the operator’s environment. Given that OPNFV
represents a “tuned” vendor-agnostic software stack to test and
characterize VNFs, OPNFV, and test projects such as Yardstick and
NFVbench offer a way to onboard, characterize and validate VNFs in a
consistent vendor-agnostic manner.

JS Lab

https://www.opnfv.org/verified

11/13/2020
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6. At2dl(Use Cases)

% Auto Edge Cloud Use Case

Closed Loop Flow’s

Analyties Micro service x: “TCA”, “Holmes”, ...

Signature
i
Gl datan
ata.
iyt s m -
Micro service 1 Micro servicen o
w —
(VES, SNMP, ) ~
Dacker/CDAP

DCAE
& Execution

Events/,
Alarms

james@jslab.kr

’\ Action
fction Execution

SO

JS Lab

https://wiki.opnfv.org/display/AUTO/Auto+Use+Cases#AutoUseCases-UseCase1

6. At2dl(Use Cases)

% ONAP support for K8s based Cloud regions

= Uniform API across cloud technologies (HEAT, K8s, Azure etc..)
= K8s Multi-Cloud Service plugin ( https:/github.com/onap/multicloud-
k8s/tree/master/src/k8splugin )
v Support for deployment and services(K8S Helm charts).
v" Networking — OVN, flannel and Multus (Create/Delete VNs, Distributed Router,
Gateways, SNAT in Gateway)
» Kubernetes Reference Deployment ( https://github.com/onap/multicloud-
k8s/tree/master/vagrant )
v Installation of software & configuration to make K8s based sites.
v Additional of Virtlet, Multus, OVN, SRIOV and flannel.
= OVN4NFVKS8S ( https://github.com/opnfv/ovndnfv-k8s-plugin )
v Support for multiple virtual networks
v Support for dynamic creation/deletion of virtual networks
= Hybrid vFW ONAP use case
(https://github.com/onap/multicloudk8s/blob/master/vagrant/tests/integration_vcFW.sh )
v" Firewall and packet generator as Virtual Machines and Sink services
containerized.

= Integration with SO, OOF and SDC

Jjames@jslab.kr

JS Lab

https://git.onap.org/multicloud/k8s/tree/vagrant/
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JS Lab

james@jslab.kr

7. 20 (Getting Involved)

< Get Involved

* End Users 2
» Developers oy OPNE)

J
\‘/ \D
Do you have a new idea to contribute? & LINUX

FOUNDATION
AcCcounT

N2

Communication

IRC

> [No Yes € Mailing List
Js N GoToMeeting

OPNFV Etherpad
OPNFV JIRA Projects Page?

J N}
I1Gerrit Requires a Lo o) .
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7. H0{(Getting Involved)

% Code and documentation are available through git git.starlingx.io

% Apache 2 license
% IRC: #starlingx@Freenode
% Mailing List for daily discussions http://lists.starlingx.io/cgi-

bin/mailman/listinfo/starlingx-discuss

< Weekly meetings: Zoom calls
https://wiki.openstack.org/wiki/Starlingx/Meetings
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7. 20 (Getting Involved)

< Bugs are tracked in Launchpad
https://bugs.launchpad.net/starlingx

% New ideas are introduced in the specs repository

https://qgit.openstack.org/cgit/openstack/stx-specs/

% Design and implementation work is tracked in StoryBoard

https://storyboard.openstack.org/#!/project group/86
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7. H0{(Getting Involved)

% We cordially invite you to join the StarlingX community
% Please try out the code and read the documents on

https://www.starlingx.io/

% Please sign up for the mailing list http://lists.starlingx.io/cgi-

bin/mailman/listinfo

% Please attend community meetings

https://wiki.openstack.org/wiki/StarlingX#Meetings

% Please consider joining as a member
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